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1 Preface

This guide describes the deployment and configuration of NewgenONE OmniDocs Record
Management System (RMS) 4.0 SP1. It includes deliverables like OmniDocs and RMS Docker
containers and its required configuration files on the Azure Kubernetes Service (AKS).

1.1 Revision history

Revision Date Description

April 2024 Initial publication

1.2 Intended audience

This guide is intended for System Administrators, developers, and any other users seeking
information about the deployment of OmniDocs and RMS containers on Azure Kubernetes Services.
The reader must be comfortable to understand the computer terminology.

1.3 Documentation feedback

To provide feedback or any improvement suggestions on technical documentation, you can write

an email to docs.feedback@newgensoft.com.
To help capture your feedback effectively, requesting you to share the following information in your

email.
e Document Name:
e Version:
e Chapter, Topic, or Section:
e Feedback or Suggestions:

e ——
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2 Configuring Azure kubernetes cluster

This section contains the steps to configure the Kubernetes Cluster on Azure.

2.1 Creating an Azure kubernetes cluster

This section explains how to create an Azure Kubernetes Cluster:

Pre-requisites:
Following are the prerequisites for Azure Kubernetes Cluster creation:
e Signed in user must have below roles:
» At Subscription: Contributor Role
» At Subscription: User Access Administrator
e Virtual network and subnet must be created for the Kubernetes cluster.

Before creating the Azure Kubernetes Cluster also known as AKS, you must sign in to the Azure

portal at https://portal.azure.com.
Perform the below steps to create an Azure Kubernetes Cluster:

1. Onthe Azure portal menu or from the Home page, select Create a resource.
2. Select Containers and Kubernetes Service.

Create a resource

Get started ‘ /2 Search services and marketplace

Recently created N ]
Popular products See more in Marketplace

Categories Container Instances

Create | Learn more

Al + Machine Learning

Analytics Container Registry
Create | Docs | MS Learn
Blockchain

Compute Kubernetes Service

Create | Docs | MS Learn

Containers I

&
Batabases Web App for Containers

Developer Tools Create | Docs | MS Learn

DevOps
» Container App (preview)

Identity % Create | Learn more

Integration

Figure 2.1
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3. In the Basics tab, specify the following details on the Create Kubernetes cluster:

e Subscription: Select a valid Azure subscription.

e Resource group: Select or create an Azure Resource group, such as AzureKubernetes.

e Kubernetes cluster name: Enter a Kubernetes cluster name such as BPMSuite-AKSCluster.

e Region: Select a region into which you want to create an AKS cluster.

e Availability zones: Usually there are three availability zones per region that allows you to
spread the nodes across different physical locations for high availability. Select the
availability zones as per your business requirement. [By default, select all the availability
zones].

e Kubernetes version: Select the default one that is, 1.20.9 (default).

e Primary node pool: Select a VM Node size for the AKS nodes and select the number of
nodes to be deployed into the AKS cluster.

NOTE:
The VM size can’t be changed after the AKS cluster deployment. However, node count is adjustable.

e Scale method: Select the scale method as Autoscale. Autoscaling helps to ensure that your
cluster is running efficiently with the right number of nodes for the workloads present.
e C(lick Next: Node Pools.

NewgenONE OmniDocs RMS Configuration and Deployment Guide for Azure Version: 4.0 SP1 Page 5



Create Kubernetes cluster

Basics  MNode pools Authentication MNetworking Integrations Tags Review + create

Azure Kubernetes Service (AKS) manages your hosted Kubernetes environment, making it quick and easy to deploy and
manage containerized applications without container orchestration expertise. It also eliminates the burden of ongeing
operations and maintenance by provisioning, upgrading, and scaling resources on demand, without taking your applications
offline. Learn more about Azure Kubernetes Service

Project details

Select a subscription to manage deployed resources and costs. Use resource groups like folders to organize and manage all
YOur resaurces,

Subscription * (D) | Visual Studio Enterprise e |
Resource group * (D | (Mew) AzureKubernetes N |
Create new

Cluster details

Cluster presst configuration Standard ($8)
Quickly customize your cluster by choosing the preset configuration applicable
to your scenario. Depending on the selection, values of certain fields might
change in different tabs. You can modify these values at any time.

View all preset configurations

Kubernetes cluster name * (@ | BPMSuite-AKSCluster o |
Region * @ [ (viddle ast) UAE North v
Availability zones @ MNone

abil Ty Zones are avalla the location you nav

View locations that support availability zones &'

Kubernetes version * (0 | 1.20.9 {default) v

Primary node pool

The number and size of nodes in the primary node pool in your cluster. For production workloads, at least 3 nodes are
recommended for resiliency. For development or test workloads, enly one node is required. If you would like to add
additional node poaols or to see additional configuration options for this node pool, go to the ‘Node pools' tab above. You will
be able to add additional node pools after creating your cluster. Learn more about node pools in Azure Kubernetes Service

MNode size ® (D Standard D8ds v4
8 vcpus, 32 GIiB memory
# Standard DS2_v2 Is recommended for standard configuration.
Change size

Scale method * & O Manual

@ Autoscale

4 Autoscaling is recommended for standard configuration.

Node count range * (@ C

< previous [ Next:Node poois >

Figure 2.2

4. On the Node pools page, keep the default options and click on the Next: Authentication>.
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Create Kubernetes cluster

Basics  Node pools  Authentication Networking Integrations Tags  Review + create

Node pools

In addition to the required primary node pool configured on the Basics tab, you can also add optional node pools to handle a
variety of workloads Learn mere about node pools

+ Add node pool  [E] Delet

m

Name Mode OS type Node count Node size

ra

Standard_D8ds_v

D agentpoal System Linux
1 »

Enable virtual nodes

Virtual nodes allow burstable scaling backed by serverless Azure Container Instances. Learn more about virtual nodes

Enable virtual nodes (& D

Enable virtual machine scale sets

’ < Previous H Next : Authentication >

Figure 2.3

5. On the Authentication page, keep the default options and click on the Next: Networking>.
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Create Kubernetes cluster

Basics Node pools Authentication = Networking Integrations Tags Review + create

Cluster infrastructure
The cluster infrastructure authentication specified is used by Azure Kubernetes Service to manage cloud resources attached to
the cluster. This can be either a service principal £ or a system-assigned managed identity 7.

Authentication method O Service principal @) System-assigned managed identity

Kubernetes authentication and authorization
Authentication and authorization are used by the Kubernetes cluster to control user access to the cluster as well as what the
user may do once authenticated. Learn more about Kubernetes authentication f

~ ey
Role-based access control (RBAC) (O (® enabled () Disabled

AKS-managed Azure Active Directory (@ D

Node pool OS disk encryption

By default, all disks in AKS are encrypted at rest with Microsoft-managed keys. For additional control over encryption, you can
supply your own keys using a disk encryption set backed by an Azure Key Vault. The disk encryption set will be used to
encrypt the OS disks for all node pools in the cluster, Learn more

Encryption type ‘ (Default) Encryption at-rest with a platform-managed key %
’ < Previous l’ Next : Networking >
Figure 2.4

6. Select the Azure CNI as Network configuration and specify the following details:
e Virtual network: Select the created VNet for this AKS cluster deployment that is,
Vnet_for_AzureKubernetes.
e Cluster subnet: Select the subnet into which both the nodes and containers in the cluster
gets placed that is, subnet_dev (10.0.2.0/23).

NOTE:
This IP range 10.0.2.0/23 must be large enough to accommodate the nodes, pods, and all the Kubernetes resources that
might be provisioned in your cluster.

e Kubernetes service address range: Specify the IP range from which you can assign Ips to the
internal Kubernetes services. This range must not be connected to this virtual network, or it
must not overlap with any Subnet IP ranges. For example: 10.0.0.0/25.

e You can reuse this range across different AKS clusters.

NewgenONE OmniDocs RMS Configuration and Deployment Guide for Azure Version: 4.0 SP1 Page 8



e Kubernetes DNS service IP address: An IP address assigned to the Kubernetes DNS service.
It must be within the Kubernetes service address range. For example: 10.0.0.10.
NOTE:
Don’t use the first IP address in your address range. The first address is used for the kubernetes.default.svc.cluster.local
address.
e Docker Bridge address: Docker bridge is not used by AKS clusters or the pods themselves,
you must set this address to continue to support scenarios such as docker build within the
AKS cluster. It is required to select a CIDR for the Docker bridge network address. Else,
Docker picks a subnet automatically, which can conflict with other CIDRs. You must pick an
address space that does not collide with the rest of the CIDRs on your networks, including
the cluster's service CIDR and pod CIDR that is, 172.17.0.1/25.
e You can reuse this range across different AKS clusters.
e Select Azure as Network policy and keep the other settings as default.
e Click Next: Integrations>.

Network configuration

Virtual network * @

Cluster subnet* (O

DNS name prefix * ©

Docker Bridge address * ©

Kubernetes service address range * (O

Kubernetes DNS service IP address * (D

)

Create Kubernetes cluster

Learn more about networking in Azure Kubernetes Service

O Kubenet

‘@) A

(®) Azure CN

6 The Azure CNI plugin requires an IP address from the subnet below for each
pod on a node, which can mere quickly exhaust available IP addresses if a high
value is set for pods per node. Consider modifying the default values for pods
per node for each node pool on the “Node pools” tab. Learn more

‘ VNet_for-AzureKubernetes v I

Create new

| subnet_dev (10.12.0/23) v

Manage subnet configuration

| 10000725 |

| 10.0.0.10 |

| 172.17.0.1/25 ]

| BPMSuite-AKSCluster-dns ‘

< Previous H Next : Integrations >

Figure 2.5

7. On the Integration page, keep the default options and click the Next: Tags>.
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Create Kubernetes cluster

Basics  Node pools  Authentication Networking Integrations  Tags  Review + create

Connect your AKS cluster with additional services.

Azure Container Registry
Connect your cluster to an Azure Container Registry to enable seamless deployments from a private image registry. You can
create a new registry or choose one you already have. Learn more about Azure Container Registry o

Container registry None v

Create new

Azure Monitor

In addition to the CPU and memery metrics included in AKS by default, you can enable Container Insights for more
comprehensive data on the overall performance and health of your cluster. Billing is based on data ingestion and retention
settings.

Learn more about container performance and health menitoring

Learn more about pricing

Container monitoring (® enabled () Disabled

# Azure monitor is recommended for standard configuration.

Log Analytics workspace (@) 1 {New) DefaultWorkspace-e2a50193-52a1-4c05-9acb-530a09d127c7-DXB Vv
Create new
[ <previous |[ Next:Tags>
Figure 2.6

8. On the Tags page, keep the default options and click Next: Review + create>.
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Create Kubernetes cluster

Baszics Mode pools Authentication Metworking Integrations Tags  Review + create

Tags are name/value pairs that enable you to categorize resources and view consclidated billing by applying the same tag to
multiple resources and resource groups. Learn more about tags o

Mote that if you create tags and then change resource settings on other tabs, your tags will be automatically updated.

MName (@ Value @

Review + create | < Previous | | Mext : Review + create =

Figure 2.7

9. On the Review + create page, click Create once validation is passed.
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Create Kubernetes cluster

0 Validation passed

Basics Node pools  Authentication Networking Integrations Tags Review + create
Basics

Subscription Visual Studio Enterprise
Resource group AzureKubernetes
Region UAE North

Kubernetes cluster name BPMSuite-AKSCluster
Kubernetes version 1.20.9

Node pools

Node pools 1

Enable virtual nodes Disabled

Enable virtual machine scale sets Enabled

Create < Previous ’ Download a template for automation

Figure 2.8

10. Once deployment is complete, click Go to resource.
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A microsoftaks-20211124110338 - X + S X

&« (¢] @ portal.azure.com/#blade/HubsExtension/DeploymentDetailsBlade/overview/id/%2Fsubscriptions%2Feaa50193-52a1-4c05-9acb-530a09d127c7%2F... &
AR Search resources, services, and docs (G+/)
DEFAULT DIRECTORY &0
Home
@ microsoft.aks-20211124110338 | Overview = - X
-— Deployment
P Search (Ctrl+/) « @ Delete Canc ﬁ; Redeploy O Refresh
& Ovenview @ We'd love your feedback! =
E Inputs "
%= Outputs @ Your deployment is complete
3
= Template Deployment name: microsoft.aks-20211124110338 Start time: 11/24/2021, 1:01:17 PM
Subscription: Visual Studio Enterprise Correlation ID: 60831bad-bd359-411f-8d9c-ce04ecd93eds @

Resource group: AzureKubernetes
Container Insights
v Deployment details (Download) Comprehensive health and performance data
in addition to the default cluster metrics

A Next steps
P Go to Azure Monitor insights

Create a Kubernetes deployment Rec
. Free Microsoft tutorials
Integrate automatic deployments within your cluster Recommended
Introduction to Docker containers

Connect to cluster Recommended Build and store container images with Azure
Container Registry
Connect to cluster ‘
- Introduction to Azure Kubernetes Service

Work with an expert

Azure experts are service provider partners
who can help manage your assets on Azure

and be your first line of support. =
Figure 2.9
The Azure Kubernetes Cluster dashboard appears:
A BPMSuite-AKSCluster - Microso? X + NV = X
€ C # portal.azure.com/#@shubhammittal95outlook.onmicrosoft.com/resource/subscriptions/eaa50193-52a1-4c05-9acb-530a09d 127¢7 /resourcegroups... & ¥ = ) J :

R Search resources, services, and docs (G+/) mittal95@out.
DEFAULT DIRECTORY

Home > microsoft.aks-20211124110338

o BPMSuite-AKSCluster = - X

Kubernetes service

|/O Search (Ctrl+/) | « & connect [> start D Stop Delete O Refresh A_"‘ Give feedback
& Overview = A Essentials JSON View =
= i Resource group : AzureKubernetes Kubernetes version  : 1.20.9
& Activity log 9
82 Access control (AM) Status : Succeeded (Running) API server address : bpmsuite-akscluster-dns-4681c9fb.hcp.uaenorth.azmks...
Location : UAE North Network type (plugin) : Azure CNI
é Y g
[ags
Subscription : Visual Studio Enterprise Node pools : 1 node pool

ﬂ Diagnose and solve problems
Subscription ID : eaa50193-52a1-4c05-9acb-530a09d127¢7

Q security i
Tags (Edit) : Click here to add tags

Kubernetes resources

Get started Properties  Monitoring Capabilities Recommendations Tutorials

B3 Namespaces —_—

" Workloads é’; Kubernetes services ‘3 Networking

Encryption type Encryption at-rest with a platform-managed key API server address bpmsuite-akscluster-dns-

& Services and ingresses
9 4681c9fb.hcp.uaenorth.azmkss.io

Virtual node pools Not enabled
B storage Network type (plugin) Azure CNI
Configuration Node pools Pod CIDR 5
s Node pools 1 node pool Service CIDR 10.0.0.0/25
Settings
Kubernetes versions 1.20.9 DNS service IP 10.0.0.10
&) Node pools v Node sizes Standard_D8ds_v4 Docker bridge CIDR 172.17.0.1/25 v
4 »

Figure 2.10

R ————————
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2.2 Configuring Azure container registry

Perform the below steps to configure Azure Container Registry:

1. Signin to the Azure Portal using the below URL:

https://portal.azure.com/

B® Microsoft

Sign in

to continue to Microsoft Azure

th key D
I o Sign in with GitHub |
Figure 2.11

2. After a successful sign in, select Create a resource.

3. Select Containers and then select Container Registry.

Create a resource

Get started

Recently created

Categories

Al + Machine Learning
Analytics

Blockchain

Compute

Databases

Developer Tools
DevOps

Identity

Integration

Internet of Things

| £ Search services and marketplace

Popular products See more in Marketplace

Container Instances
@ Create | Learn more

Container Registry
Create | Docs | MS Learn

Kubernetes Service

@ Create | Docs | MS Learn

Web App for Containers
@ Create | Docs | MS Learn
» Container App (preview)

% Create | Learn more

DC/OS on Azure

[ DC/0S
Create | Docs

Figure 2.12
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4. In the Basic tab, specify the following details:

e Resource group: Select the existing resource group or create a new resource group that is,
AzureKubernetes.

e Registry name: Specify the user-defined name that is, newgencontainerregistry.

e Location: Select the location that is, UAE North, and so on.

e SKU: Select the SKU based on your usage as Basic, Standard, or Premium. Each SKU carry a
different storage size.
For example,

SKU | Storage Limit
Basic 10 GiB
Standard 100 GiB
Premium 500 GiB or more
& Create container registry
Project details
Subscription * ‘ Visual Studio Enterprise % |
Resource group * I AzureKubernetes v |
Create new
Instance details
Registry name * [ newgencontainerregistry v I
azZurecr.io
Location * ‘ UAE North v |
Availability zones @ Enabled
0 - arabl ;
3 =s. Learn more
SKU* @ | stangard v
reviou \ Next: Networking >
Figure 2.13

5. Accept default values for the remaining settings. Then select Review + create. After reviewing
the settings, select Create.
6. When the Deployment succeeded message appears, select the container registry in the portal.

R ————————
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A Search resources, services, and docs (G+/) Shubham,r;ﬂﬂtlajlgiicé\:t_

Home >
"N newgencontainerregistry = - X
Container registry
I}3 ISeard1 (Ctrl+p) I « —> Move v D Delete @ Update
& Overview @ Tel us about your experience using Azure Container Registry =>
& Activity log
A Essentials JSON View
A2 Access control (IAM)
Resource group (Move) : AzureKubernetes Login server : newgencontainerregistry.azurecr.io
Tags
¢ 9 Location : UAE North Creation date 1 11/24/2021, 1:45 PM GMT+5:30
& Quick start Subscription (Move) : Visual Studio Enterprise SKU : Standard
Events Subscription ID : e2350193-52a1-4c05-%acb-530a09d127¢7 Provisioning state : Succeeded
Settings
Access keys Usage A ACR Tasks
W ild R f i
@ Encryption Build, Run, Push and Patch containers in
Included in SKU Used Additional storage Azure with ACR Tasks. Tasks supports
Identity 100 6ie 0.00cie 0.00 cie Windows, Linux and ARM with QEMU,
‘® Networking Learn more
@ Security
E] Locks
Container security integrations
Services
A itori e [~ Y s s e

Figure 2.14

7. Click Access keys from Settings and enable Admin user.

Microsoft Azure P Search resources, services, and docs (G+/) £ shubham_mittal95@out... &
DEFAULT DIRECTORY @

Home > newgencontainerregistry

newgencontalnerreglstry | Access keys X
Container registry
‘;“ Search (Ctrl+/) | « Registry name ‘ newgencontainerregistry DJ
@& Overview - ia ‘ — - :
gin server newgencontainerregistry.azurecr.io D
@ Activity log
Admin user ® 0 Enabled
92 Access control (IAM)
Username ‘ newgencontainerregistry D l
@ Tags
&3 Quick start Name Password Regenerate

F events password W n| O 5
4 password2 | em————G D] O

Access keys

1] Encryption
Identity

‘g Networking

@ Security

B Locks

Services

i itarie X

Figure 2.15

NOTE:
Kindly keep the Login server, Username, and password (or password2) as these values are required in the following
steps to push or pull Docker images.
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8. Use the below command to connect to the created container registry from your local machine
(Where Docker Engine is already installed):
docker login <Container Registry Login server> -u <Container Registry username> -p
<Container Registry password>
For example,

Administrator: C:\Windows\system32\cmd.exe — O X

(c) 2018 Microsoft Corporation. All rights reserved.
C:\Users\Administrator>docker login newgencontainerregistry.azurecr.io -u newgencontainerregistry -p /.. . AL 4=N3n AT

WARNING! Using --password via the CLI is insecure. Use --password-stdin.
Login Succeeded

C:\Users\Administrator>,

Figure 2.16

9. After a successful sign in to the Container Registry, use the below command to tag and push the

Docker images from your local machine to ACR (Azure Container Registry):

docker tag <image name>:<image tag> <container registry server>/<image
name>:<image tag>

docker push <container registry server>/<image name>:<image tag>

For Example,
docker tag ibpsbserviceinstanceweb:sp2
newgencontainerregistry.azurecr.io/ibpsbserviceinstanceweb:sp2
docker push newgencontainerregistry.azurecr.io/ibpsbserviceinstanceweb:sp2

Where newgencontainerregistry.azurecr.io is the Container Registry Login server name.

NOTE:
Pushing any local Docker images to a repository is mandatory to tag that image 1% You can also configure these
commands in Jenkins to execute them automatically

10. Use the below command to pull the Docker images from ACR to your local machine:
docker pull <container registry server>/<image name>:<image tag>
For Example,
docker pull
newgencontainerregistry.azurecr.io/ibpsbserviceinstanceweb:latest

NewgenONE OmniDocs RMS Configuration and Deployment Guide for Azure Version: 4.0 SP1 Page 17




2.3 Configuring ACR image scanning

Perform the below steps to configure ACR Image Scanning:

1. Microsoft Defender for Cloud perform the ACR image scanning. Once the image scanning is
configured and whenever a Docker image is pushed to the Azure Container Repository,
Microsoft Defender for Cloud automatically scans that Docker image. Hence, it is mandatory to
push that image in ACR to trigger the scan of an image.

NOTE:
Ensure that the Defender plan is enabled for the Container registries.

2. Go to the Microsoft Defender for Cloud page.
3. Click Environment settings under Management.
4. Click listed subscription.

P Search resources, services, and docs (G+/) ( & shubham_mittal95@out...
DEFAULT DIRECTORY 0

Home > Microsoft Defender for Cloud

M workbooks @ welcome to the new multi-cloud account management page (preview). To switch back to the classic cloud connectors experience, click here,

& Community

P Search by name

£? Diagnose and solve problems

Expand all
Cloud Security
© Secure Score Name Ty Total resources Ty, Defender coverage Ty Standards Ty
© Regulatory compliance NV O Azure
QO workload protections | Visual Studio Enterprise g % Azure Security Benchmark,... ***

=% Firewall Manager

Management

i A .
_| Environment settings |

# security solutions

& Workflow automation

'|! Microsoft Defender for Cloud | Environment settings - X
b Showing subscription 'Visual Studio Enterprise’
|/'7’ Search (Ctrl+/) | « T Add environment ‘f_) Refresh P? Guides & Feedback
@ security alerts Q 1
Azure subscriptions
# Inventory

Figure 2.17

5. Enable the Container registries defender plan if it is not already enabled.
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= Microsoft Azure £ Search resources, services, and docs (G+/)

®s o0 R

B Iy

shubham_mittal95@out... §
DEFAULT DIRECTORY ‘&0

Home > Microsoft Defender for Cloud
7 Settings | Defender plans X
“" Visual Studio Enterprise
|/'7‘ Search (Ctrl+/) I « ‘j} Save
S B servers 3 servers SIS7Sanvery o ) - of ) oy
1 Defender plans ‘[7{1 App Service 0 instances $15/Instance/Month O ‘m off )
% Alftoproveioning ﬁ, Azure SQL Databases 0 servers $15/Server/Month © T o )
& email notifications m SQL servers on machines 0 servers :;SQ’;S;ZZQ//:::? © m Off
@ Integrations ﬁ Open-source relational databases 0 servers $15/Server/Monith @) ‘m Off
‘s Workflow automation - Storage 1 storage accounts $0.02/10k transactions @ ‘m off
@ continuous export ,‘:,:, Kubernetes 16 kubernetes cores $2/VM core/Month © m off
Policy settings I 0 Container registries 2 container registries $0.29/Image ‘m off )
(&3 Security policy O Key Vault 0 key vaults $0.02/10k transactions ‘m Off
[ ‘J Resource Manager $4/1M resource management ope... & ‘m off
@ DNS $0.7/1M DNS queries @O m off
When you click Save, Microsoft Defender for Cloud will be enabled on all the resource types you've selected. The first 30 days are free.
For more information on Defender for Cloud pricing, visit the pricing page.
Figure 2.18
Microsoft Defender for container registries includes a vulnerability scanner to scan the images
in your Azure Resource Manager-based Azure Container Registry registries.
6. Provide deeper visibility into your images vulnerabilities. The integrated scanner is powered by
Qualys, the industry-leading vulnerability scanning vendor.
When issues are found — by Qualys or Defender for Cloud — you get notified in the workload
protection dashboard.
For example,
Home > Microsoft Defender for Cloud
Vulnerabilities in Azure Container Registry images should be remediated (powered by Qualys)
/\ Exempt @ Disable rule G View policy definition ? Open query v
Unhealthy registries Severity Total vulnerabilities Vulnerabilities by severity Registries with most vulnerabilities
A 172 Ingh e 34 High 5 - newgencicdpiepline 34
Medium 29
Low 0
Unhealthy registries (1) Healthy registries (1) Not applicable registries (0) Unverified registries
O Search container registries
Name N
& newgencontainerregistry
Was this recommendation usefulz O Yes O No
Figure 2.19
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2.4 Creating a storage account

Perform the below to configure a storage account:

2.4.1 Creating a BLOB storage

Perform the below steps to create IAM Policy and Role:
1. Signin to the Azure Portal using the below URL:
https://portal.azure.com/

2. Select All services on the Azure portal menu.

3. Select Storage Accounts.

4. Click Create on the Storage Accounts.

5. On the Basics tab, select an active Azure subscription.

6. Under the Resource group field, select your desired resource group, or create a new resource
group like AzureKubernetes.

7. Enter a name for your storage account like bpmsuitestoage.

8. Select a location or region in which you want to create your storage account that is, UAE North.

9. Select a performance tier. The default tier is Standard.

10. Specify how you want the storage account to replicate. The default replication option is Geo-
redundant storage (GRS).

11. Keep the other settings as default and click Next: Advanced>.
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Create a storage account

Basics  Advanced Networking Data protection Tags Review + create

Azure Storage is a Microsoft-managed service providing cloud storage that is highly available, secure, durable, scalable, and
redundant. Azure Storage includes Azure Blobs (objects), Azure Data Lake Storage Gen2, Azure Files, Azure Queues, and Azure
Tables. The cost of your storage account depends on the usage and the options you choose below. Learn more about Azure
storage accounts

Project details

Select the subscription in which to create the new storage account. Choose a new or existing resource group to organize and
manage your storage account together with other resources.

Subscription * l Visual Studio Enterprise v |
—— Resource group * ‘ AzureKubernetes v |
Create new

Instance details

If you need to create a legacy storage account type, please click here,

Storage account name (O * | bpmsuitestorage ‘

Region @ * [ (Middle East) UAE North v]

@ * :
Performance © @ Standard: Recommended for most scenarios (general-purpose v2 account)

O Premium: Recommended for scenarios that require low latency.

Redundancy @ * | Geo-redundant storage (GRS) |

Make read access to data available in the event of regional unavailability.

< Previous Next : Advanced > |

Figure 2.20
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12. On the Advanced tab, keep the default options and click Next: Networking>.

Create a storage account

Basics Advanced Networking Data protection Tags Review + create

NarEspace aLLouris,

Blob storage

@ To enable NFS v3 'hierarchical namespace' must be enabled. Learn more about NFS

v3

Allow cross-tenant replication @

ier ® i
Accessiier O l@» Hot: Frequently accessed data and day-to-day usage scenarios

O Cool: Infrequently accessed data and backup scenarios

| < Previous | | Next : Networking >

Figure 2.21

13. On the Networking tab, keep the default options and click Next: Data protection>.

Create a storage account

Basics Advanced Netwerking Data protection Tags Review + create

Connectivity method * ) E
o @ Public endpoint (all networks)

O Public endpoint (selected networks)
O Private endpoint

© Al networks will be able to access this storage account. We recommend using
Private endpoint for accessing this resource privately from your network. Learm
more

Network routing

Determine how to route your traffic as it travels from the source to its Azure endpeint. Microsoft network routing is
recommended for most customers.

Routing preference () * . . .
gr = @ Microsoft network routing

| < Previous | | Next : Data protection =

Figure 2.22
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14. On the Data protection tab, keep the default options and click Next: Tags>.

Create a storage account

Basics Advanced Networking Data protection Tags Review + create

Recovery

Protect your data from accidental or erroneous deletion or modification.

D Enable point-in-time restore for containers
Use point-in-time restore to restore one or more containers to an earlier state, If point-in-time restore is enabled, then versioning,
change feed, and blob soft delete must also be enabled. Learn more

Enable soft delete for blobs

Soft delete enables you to recover biobs that were previously marked for deletion, including blobs that were overwritten, Learn
more

Days to retain deleted blobs O 7

Enable soft delete for containers

Soft delete enables you to recover containers that were previously marked for deletion. Learn more

Days to retain deleted containers @ ‘ 74
] < Previous ‘ ‘ Next : Tags >
Figure 2.23

15. On the Tags tab, keep the default options and click Next: Review + create.

Create a storage account

Basics Advanced Networking Data protection Tags Review + create

Tags are name/value pairs that enable you to categorize resources and view consolidated billing by applying the same tag to
multiple resources and resource groups. Learn more about tags

Note that if you create tags and then change resource settings on other tabs, your tags will be automatically updated.

Name Value Resource

‘ v 1 |AII resources selected ok

Review + create | < Previous l ‘ Next : Review + create >

Figure 2.24
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16. On the Review + create tab, click Create once validation is passed.

G:, Validation passed

Basics Advanced

Basics

Subscription

Resource Group
Location

Storage account name

Deployment model

Networking

Create a storage account

Data protection Tags Review + create

Visual Studio Enterprise
AzureKubernetes
uaenorth
bpmsuitestorage

Resource manager

Performance Standard

Replication Read-access geo-redundant storage (RA-GRS)

Advanced

Secure transfer Enabled

< Previous | r Download a template for automation
Figure 2.25

17. Once deployment is complete, click Go to resource.

Home

Deployment

‘/"—‘ Search (Ctrl+/) | « [ Delete

ob Overview

€@ We'd love your feedback! =

Subscription: Visual Studio Enterprise
Resource group: AzureKubernetes

~ Next steps

Go to resource

&, bpmsuitestorage_ 1637752518186 | Overview =

‘: Redeploy O Refresh

5 Inputs

%= Outputs @ Your deployment is complete

Y

= Template Deployment name: bpmsuitestorage_1637752518186 Start time: 11/24/2021, 4:45:24 PM

Correlation ID: fb3059af-570c-49fd-821d-bb4b6ecidiee

v Deployment details (Download)

3/

Microsoft Defender for Cloud
Secure your apps and infrastructure

Go to Azure security center >

Free Microsoft tutorials
Start learning today >

Work with an expert

Azure experts are service provider partners
who can help manage your assets on Azure
and be your first line of support.

Find an Azure expert >

Figure 2.26
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18. Click Access keys from Settings under Security + Networking.

NOTE:
Keep the Storage account name and key1 (or key2) as these values are required in the following steps for the
Kubernetes volume mounting.

19. Click Containers under the Data storage. The Containers screen appears.
20. Click +Container. The New Container dialog appears.
21. Specify the following details:

e Name: Specify the unique blob storage name.

e Public access level: Select default “Private (no anonymous access)”.
22. Click Create.

i oah ices, and docs (G+/) ] & &) shubham_mittal95@out... &
Microsoft Azure P Search resources, services, and docs (G+/) F Q0 & @ A s i O
Home > bpmsuitestorage New container X
== bpmsuitestorage | Containers = -
= Storage account
Name *
‘/" Search (Ctrl+/) ‘ « = Container : z t v O Refresh | bpmsuiteblob] I
= Overview ‘ Search containers by prefix ‘ ‘.: Public access level ®
& Activity log ‘ Private (no anonymous access) v ‘
Name Last modified Public access level
@ Tags v Advanced
[ slogs 11/24/2021, 4:45:52 PM Private
/ Diagnose and solve problems
ﬂﬂ Access Control (IAM)
W Data migration
Events
| -] Storage browser (preview)
Data storage
= Containers
@ File shares
M Queues
B Tables
Security + networking ‘ Discard
® Networking i

Figure 2.27

2.4.2 Creating an Azure file share

Perform the below steps to create an Azure File Share:
1. Click Overview of the created storage account.
2. Click File shares under the Data storage. The File shares dialog appears.

NewgenONE OmniDocs RMS Configuration and Deployment Guide for Azure Version: 4.0 SP1 Page 25



A Search resources, services, and docs (G+/) Shubham,r;l:‘t;:_?S@ouLé' ‘

Home > bpmsuitestorage_1637752518186
== bpmsuitestorage » X
== Storage account
‘ P Search (Ctrl+/) | « ;:. Open in Explorer @ Delete —> Move VvV O Refresh E Mobile Rj Feedback .
= Overview (D Microsoft recommends upgrading to the new alerts platform to ensure no interruptions in your alerts, Classic alerts will be retired starting in 2021, Upgrade to the new alerts
= platform. Learn more
& Activity log
€ Tags ~ Essentials JSON View
ﬂ Diagnose and solve problems Resource group {(move) : AzureKubernetes Performance/Access tier : Standard/Hot
QR Access Control (1AM) Location : UAE North D Replication : Read-access geo-redundant storage (RA-GRS)
= . z Primary/Secondary Location : Primary: UAE North, Secondary: UAE Central Account kind : StorageV2 (general purpose v2,
W Data migration v/ b y ry geV2 (g purp )
Subscription (move) : Visual Studio Enterprise Provisioning state : Succeeded
Events
Subscription ID : €3a50193-52a1-4c05-9acb-530a09d127¢7 Created 1 11/24/2021, 4:45:28 PM
B Sstorage browser (preview] 2 3 z 3
9 L ) Disk state : Primary: Available, Secondary: Available
Data st
A sorege Tags (edit) :
= Containers
Properties Monitoring Capabilities (7) Recommendations Tutorials Developer Tools
I Queues = Blob service L Security
O Tables Hierarchical namespace Disabled Require secure transfer for REST API Enabled
. operations
Security + networkin Default access tier Hot
9 - Storage account key access Enabled -
Olnk mithlin Arrnce Eooblod
4 »

Figure 2.28

3. Click +File share. The New File share dialog appears.
4. Specify the following details:
e Name: Specify the unique file share name.
e Tiers: Select the ‘Transaction optimized’ as tier.
e Click Create.

R Search resources, services, and docs (G+/) 3 shubham mlt:i:_?i‘@outév

Home > bpmsuitestorage New flle share X
& bpmsuitestorage | File shares  »

Storage account 2
Name *
[ 2 search (ctrl+)) | « + Fileshare () Refresh [pmesiterieshard v
= Overview - File share settings Tier @
& Activity log Active Directory: Not configured Soft delete: 7 days Maximum capacity: 5 ‘ Aiansachionoptimized i ‘
L Tags
N = Performance
Search file shares by prefix (case-sensitive)

/? Diagnose and solve problems Maximum 10/s @ 1000

Access Control (IAM Egress Rate O 60 MiBytes / s
g L Name Modified .
& Data migration Ingress Rate © 60 MiBytes /s

You don't have any file shares yet. Click *+ File share' to get started. ,
Maximum capacity 5TiB
Events
Large file shares Disabled

B8 Storage browser (preview)

Data storage
€ VYou can improve performance and maximum share capacity by enabling large file shares
= Containers for this storage account. Learn more

& File shares

0 Queues @ 7o use the SMB protocol with this share, check if you can communicate over port 445.
These scripts for Windows clients and Linux clients can help. Leam how to circumvent
0 Tables port 445 issues. X
Security + networking Cancel
® Netwarking hd

Figure 2.29
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2.5 Configuring Azure cache for Redis

Azure Cache for Redis provides fully managed open-source Redis within Azure that can be used as a

distributed data or content cache. In addition, it can be used as a session store and so on along with

that it provides an in-memory data store.

Perform the below steps to configure the Azure Cache for Redis:

1. Signin to the Azure Portal using the below URL:

https://portal.azure.com/

On the Azure portal menu or from the home page, select Create a resource.

3. Select Databases.
Select Azure Cache for Redis.

Create a resource

Containers

I Databases I

Developer Tools
DevOps

Identity

Integration

Internet of Things

IT & Management Tools
Media

Migration

Mixed Reality
Monitoring & Diagnostics
Networking

Security

Storage

Web

(Q ¢

Luin v
Croate SOl BV o] e
Create | DOCS | VIS Learr

Azure Database for PostgreSQL

Create | Docs | MS Learn

Azure Database for MySQL

Create | Docs | MS Learn

HVR for Microsoft Azure

Create | Learn more

SQL Server 2017 Enterprise Windows Server 2016

Create | Learn more

Azure Cache for Redis

Create | Docs | MS Learn

« B E" 00

FlashGrid Cluster for Oracle RAC

Create | Learn more

Figure 2.30

5. Specify the following details under the Basics tab:

e Subscription: Select a valid Azure subscription.

e Resource group: select or create an Azure Resource group, such as AzureKubernetes.

e DNS name: Enter a Redis cache DNS name such as azrediscache.
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e Location: Select a region into which you want to create an Azure Cache for Redis.

e Cache type: Select the Redis cache service tier as per your requirement. You can select from

250 MB to 1455 GB in-memory cache.
e Click Next: Networking.

New Redis Cache

Basics  Networking Advanced Tags Review + create

latency, high-throughput capabilities of the Redis engine. Learn more

Project details

Yyour resources.

Azure Cache for Redis helps your application stay responsive even as user load increases. It does so by leveraging the low

Select the subscription to manage deployed resources and costs. Use resource groups like folders to organize and manage all

I Visual Studio Enterprise

Instance Details

Subscription * v ‘
Resource group * ‘ AzureKubernetes v ‘
Create new

DNS name * l azrediscache v ‘

redis.cache.windows.net

Location * | UAE North v ‘

Cache type (View full pricing details) * ‘ Standard C2 (2.5 GB Cache, Replication) v ‘
previous [ Next:Networking > |

Figure 2.31

6. On the Networking tab, select the connectivity method as ‘Public Endpoint’ and click Next:

Advanced.

Home > New >

New Redis Cache

Basics  Networking  Advanced Tags  Review + create

Network Connectivity

Connectivity method (@ (® rublic Endpoint

O Private Endpoint

You can connect either publically, via Public IP addresses or service endpoints, or privately, using a private endpoint.

Figure 2.32
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7. On the Advanced tab, enable the Non-TLS port, select the Redis version as 6 and click Next:

Tags.

New Redis Cache

Basics  Networking Advanced Tags  Review + create

Non-TLS port i@ Enable
Redis version O 4
Ok
Figure 2.33

8. On the Tags tab, keep the default options and click Next: Review + create>.
9. On the Review + create tab, click Create once validation is passed.

New Redis Cache
o Running final validations...

Basics Networking Advanced  Tags  Review + create

Basics

DNS name azrediscache
Subscription Visual Studic Enterprise
Resource group AzureKubernetes
Location UAE North

SKU C2_Standard
Advanced

Non-TLS port Enabled

Redis version 6

= oo |

Figure 2.34
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10. Once deployment is complete, click Go to resource.

A Search resources, services, and docs (G+/) § 3] G & shubham_mittal95@out... @
DEFAULT DIRECTORY @0

Home

N CreateRedis-azrediscache-20211124174058 | Overview s - X

Deployment

2 search (Ctrl+4) 3 [ Delete (T Redeploy () Refresh

2% Overview R
© Your deployment is complete

E Inputs
Deployment nam
= Outputs Subscription: Vis
Resource group:

teRedis-azrediscache-202111241740...  Starttime: 11/24/2021, 5:41:11 PM
io Enterprise Correlation ID: bb12e9a8-72ce-48c7-8f72-2298355€66... 0
ubernetes

v
=| Template
- P Microsoft Defender for Cloud

~ Deployment details (Download) Secure your apps and infrastructure

Go to Azure security center >
~  Next steps

Free Microsoft tutorials

Start learning today >

Work with an expert

Azure experts are service provider partners
who can help manage your assets on Azure
and be your first line of support.

Find an Azure expert >

Figure 2.35

2.6 Configuring application gateway ingress controller

This section explains how to configure Application Gateway Ingress Controller.

2.6.1 Creating an application gateway

Prerequisite - A subnet must be created in the same virtual network in which the Kubernetes
cluster exists.

Perform the below steps to create an Application Gateway:
1. Onthe Azure portal menu or from the Home page, select Create a resource.
2. Select Networking.

e ——
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Create a resource

e S B LA LR B e i v AT}

nboonsult ¥
Containers === Create | Learn more
Batabgscs Application Gateway
Developer Tools @ Create | Learn more
DevOps
= Forcepoint Next Generation Firewall
Identity i " Create | Learn more

Integration
¥ Foglight Evolve
Internet of Things ) ‘
Create | Learn more

IT & Management Tools

Media Virtual WAN
@ Create | Learn more
Migration

Mixed Reality @ F5 Advanced WAF for Azure (PAYG)

—_— . . Create | Learn more
Monitoring & Diagnostics | [

Networking « HashiCorp Consul Service on Azure
Security .".' Create | Learn more

Storage

Web

Figure 2.36

3. Select Application Gateway. The Create application gateway screen appears.
Specify the following details under the Basics tab:
e Subscription: Select a valid Azure subscription.
e Resource group: Select or create an Azure Resource group, such as AzureKubernetes.
e Application gateway name: Enter a Kubernetes cluster name such as AppGateway-

AKSCluster.

e Region: Select a region into which you want to create an AKS cluster that is, UAE North
e Tier: Select Standard V2.
e Virtual network: Select the same virtual network in which the Kubernetes cluster exists.
e Subnet: Select the created subnet for the application gateway.
e Keep the other settings as default and then select the Next: Frontends.
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Create application gateway

o Basics

An application gateway is 2 web traffic load balancer that enables you to manage traffic to your web application. Learn more

about application gateway

Project details

Select the subscription to manage deployed resources and costs. Use resource groups like folders to organize and manage all

your resources.

Subscription * @ ‘ Visual Studio Enterprise v ’
— Resource group* (© l AzureKubernetes v |
Create new
Instance details
Application gateway name * ‘ AppGateway-AKSCluster v/
Region * l UAE North v |
Tier @ ‘ Standard V2 v ‘
Enable autoscaling ® ves O nNo
Minimum instance count* @ ‘ 0 |
Maximum instance count ‘ 10 ’
Availability zone © No
HTTP2 ® @ Disabled O Enabled
Configure virtual network
Virtual network * (@O | VNet_for-AzureKubernetes v |
Create new
Subnet* ® | subnet_appgw (10.1.3.0/24) v I

Manage subnet configuration

Previous Next : Frontends >

Figure 2.37

5. Set the Frontend IP address type as Public.
6. Select Add new for the Public IP address and enter a user-defined name that is, appgwpublicip
and then click OK.
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Create application gateway

V Basics @ Frontends

Traffic enters the application gateway via its frontend IP address(es). An application gateway can use a public IP address,
private IP address, or one of each type.

FN . .
Frontend IP address type (© (®) Public O Private O Both
Public IP address Choose public IP address v
Add new
Add a public IP
Name * I appg\'\fpdblicip{
SKU

Assignment

Availability None

zone

Previous H Next : Backends > ‘ “‘Lﬂ"

Figure 2.38

7. Select Next: Backends. The Backends tab appears.

8. Select add a backend pool. The Add a backend pool dialog appears.

9. Enter the following details to create an empty backend pool:
e Name: Enter a user-defined name that is, appgwbackendpool.
e Add backend pool without targets: Select Yes to create a backend pool with no targets.
e Select Add to save the backend pool configuration and return to the Backends tab.
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R Search resources, services, and docs (G+/)

shubham_mittal95@out... @
DEFAULT DIRECTORY @0

O & ®a 0 &

Home > Create a resource

Create application gateway
v/ Basics

\/ Frontends € Backends

Add a backend pool
Backend pool Targets

No results

Previous H Next : Configuration >

A backend pool is a collection of resources to which your application gateway can send traffic. A backend pool can contain
virtual machines, virtual machine scale sets, app services, IP addresses, or fully qualified domain names (FQDN).

Add a backend pool. X

A backend pool is a collection of resources to which your application gateway can send traffic.
A backend pool can contain virtual machines, virtual machines scale sets, IP addresses, domain
names, or an App Service.

Name * [Foopgwbackenapoot
Add backend pool without  wemy™ =
targets /

T

10.
11.
12.
13.

Figure 2.39

On the Backends tab, select Next: Configuration. The Configuration tab appears.

Select Add a routing rule in the Routing rules column. The Add a routing rule dialog appears.
Enter the user-defined rule name that is, routingrulel.

A routing rule requires a listener. On the Listener tab, enter the following details:

e Listener name: Enter a user-defined listener name that is, appgwlistener.
e Frontend IP: Select Public to select the public IP that you have created in the Frontends tab.
e Keep the other settings as default and switch to the Backend targets tab.

R Search resources, services, and docs (G+/)

® 3 0

a7 shubham_mittal95@out... @
v DEFAULT DIRECTORY @0

Bl &

Home > Create a resource

Create application gateway
V/ Basics V/ Backends

\/ Frontends @ configuration

Create routing rules that link your frontend(s) and backend(s). You can also add mord

=

Frontends

+ Add a frontend IP

Public: (new) appgwpublicip [] «**

Add a routing rule

Configure a routing rule to send traffic from a given frontend IP address to one or more backend targets. A routing rule must contain a

listener and at least one backend target.
Rule name *

*Listener *Backend targets

A listener “listens” on a specified port and IP address for traffic that uses a specified protocol. If the listener criteria are met, the application

gateway will apply this routing rule.

Listener name * ®

Frontend IP* ©
Protocol ®
Port* ®
Additional settings
Listener type @

Error page url

routingrule1

[ appgwlistener ]

[ ublic M

@ e O HTTRS

B 9

® asic O Multisite
QO Yes @® No

Previous Next:Tags > |

[ (R
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14. In the Backend targets tab, select the backend pool created in the Backends tab for the
Backend target.
15. For the HTTP settings, select Add new to add a new HTTP setting.

Home > Create a resource Add a rOuting rule
Create application gateway

Configure a routing rule to send traffic from a given frontend IP address to one or more backend targets. A routing rule must contain a
listener and at least one backend target.

/Basics / Frontends \/ Backends @ Configuration

Rule name * routingrule1

Create routing rules that link your frontend(s) and backend(s). You can also add mort  » Listener  *Backend targets

Choose a backend pool to which this routing rule will send traffic. You will also need to specify a set of HTTP settings that define the
behavior of the routing rule.

Frontends Target type (®) Backend pool Redirection

+ Add a frontend IP [[ 2ppgwbackendpool | v ‘

Backend target* @ Add new

Public: (new) appgwpublicip [ *+* [ v ‘

HTTP settings * @

Path-based routing

You can route traffic from this rule’s listener to different backend targets based on the URL path of the request. You can also apply a
different set of HTTP settings based on the URL path.

Path based rules

Path Target name HTTP setting name Backend pool

Previous ]I Next : Tags >

Figure 2.41

16. In the Add an HTTP setting, enter the user-defined HTTP setting name that is,
appgwhttpsetting.
17. Keep the other settings as default and then click Add to return to the Add a routing rule.

Microsoft Azure R Search resources, services, and docs (G+/) b o g
DEFAULT DIRECTORY

Home > Create a resource Add a HTTP Setting
Create application gateway

« Discard

s and go back to routir

\/Basics \/Frontends \/ Backends @ Configuration HTTP settings name * ‘ PreTmr—"s
Backend protocol @ w1t O HrTRS

Create routing rules that link your frontend(s) and backend(s). You can also add mor¢

Backend port * ‘ 20
% Additional settings
Cookie-based affinity @ O enable (@ pisable
Frontends Connection draining ® O enable (@ Disable
+ Add a frontend IP Request time-out (seconds) * © ‘ 20

Override backend path © ‘

Public: (new) appgwpublicip [] *+*
Host name

By default, Application Gateway does not change the incoming HTTP host header from the client and sends the header unaltered to the

endpoint. Change these settings to overwrite the incoming HTTP host header.

Override with new host name ( Yes

Host name override

backend. Multi-tenant services like App service or APl management rely on a specific host header or SNI extension to resolve to the correct

.. contoso.com
o ——
Previous H Next : Tags >
LR [ T

Figure 2.42
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18. Select Add to save the routing rule in the Add a Routing and return to the Configuration tab.
19. Select Next: Tags and then click Next: Review + create.

20. Once validation is passed, select Create.

R Search resources, services, and docs (G+/)

Home > Create a resource

Basics

Subscription

Resource group

Name

Region

Tier

Enable autoscaling
Minimum instance count
Maximum instance count
Availability zone

HTTP2

Virtual network

Suhnet

\/ Basics \/ Frontends  \/ Backends

Create Previous

Create application gateway

V/ Configuration v/ Tags @ Review + create

Visual Studio Enterprise
AzureKubernetes
AppGateway-AKSCluster
UAE North

Standard_v2

Enabled

0

10

None

Disabled
VNet_for-AzureKubernetes

subnet annow (10.1.20/24)

Next Download a template for automation

DEFAULT DIRECTORY

21. Once the deployment is complete, click Go to resource.

Figure 2.43

R Search resources, services, and docs (G+/)

Home

Deployment

% Overview

5 Inputs

Y= Outputs

®

Template

&, Microsoft.ApplicationGateway-20211125083806 | Overview =

[ Delete I (1) Redeploy () Refresh

@ We'd love your feedback! =

@ Your deployment is complete

0 Deployment name: Microsoft.ApplicationGateway-2021112508...
Subscription: Visual Studio Enterprise
Resource group: AzureKubemetes

v Deployment details (Download)

A Next steps

Go to resource group

Start time: 11/25/2021, 10:31:23 AM
Correlation ID: 940bb3a8-3376-438e-b57f-67739a66... 0

shubham_mittal95@out...

DEFAULT DIRECTORY

Microsoft Defender for Cloud
Secure your apps and infrastructure

Go to Azure security center >

Free Microsoft tutorials
Start learning today >

Work with an expert

Azure experts are service provider partners
who can help manage your assets on Azure
and be your first line of support.

Find an Azure expert >

Figure 2.44
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2.6.2 Installing an application gateway ingress controller

An ingress controller is a piece of software that provides reverse proxy, configurable traffic routing,
and TLS termination for Kubernetes services. Kubernetes ingress resources are used to configure
the ingress rules and routes for individual Kubernetes services. Using an ingress controller and
ingress rules, a single IP address can be used to route traffic to multiple services in a Kubernetes
cluster.

Prerequisites:
e Azure Kubernetes Service must be created.
e Application Gateway must be created.

To install an Application Gateway Ingress Controller (AGIC), follow the below steps:
e Install Helm
e Azure Resource Manager Authentication using a Service Principle
e Install Ingress Controller using Helm

2.6.2.1 Installing Helm

Perform the below steps to install helm:
1. If you use the Azure Cloud Shell https://portal.azure.com/#cloudshell/ then the Helm CLI is

already installed. To install Helm on other platforms please refer to
https://helm.sh/docs/intro/install/.
2. Open the Azure Cloud Shell and run the following command to add the application-gateway-

kubernetes-ingress helm package.

helm repo add application-gateway-kubernetes-ingress
https://appgwingress.blob.core.windows.net/ingress-azure-helm-package/
helm repo update

P Search resources, services, and docs (G+/)

OB

Requesting a Cloud Shell.Succeeded.
Connecting terminal...

shubham_mittal95@Azure:~$ helm repo add application-gateway-kubernetes-ingress https://appgwingress.blob.core.windows.net/ingress-azure-helm-package/
"application-gateway-kubernetes-ingress" has been added to your repositories

shubham_mittal95@Azure:~$ helm repo update

Hang tight while we grab the latest from your chart repositories...

...Successfully got an update from the "application-gateway-kubernetes-ingress" chart repository

Update Complete. sHappy Helming!s

shubham_mittal95@Azure:~$

Figure 2.45
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2.6.2.2 ARM authentication using a service principle

Perform the below steps for ARM Authentication using a service principle:

1. Application Gateway Ingress Controller (AGIC) communicates with the Kubernetes APl Server
and Azure Resource Manager. It requires authentication to access these APIs

2. Open the Azure Cloud Shell https://portal.azure.com/#cloudshell/ and run the following
command to create a service principle and encode with base64. The base64 encoding is
required for the JSON blob to be saved to Kubernetes.

az ad sp create-for-rbac --role Contributor --sdk-auth --scopes
/subscriptions/<Subscription-id>/resourceGroups/<Resource group> | base6d -
w0

Where,

Subscription-id — Enter your account subscription id
Resource group — Ente the name of resource group associated with kubernetes cluster
For Example —

az ad sp create-for-rbac --role Contributor --sdk-auth --scopes
/subscriptions/323527f6b-535a1-406d-239b-0972646c8500c3/resourceGroups/
AzureKubernetes | base64 -w0

NOTE:
Keep the base64 encoded JSON blob as these values are required in the following steps for installing AGIC.

2.6.2.3  Adding or updating Kubeconfig file
Perform the below steps to add or update kubeconfig file:
1. Open the Azure Cloud Shell https://portal.azure.com/#cloudshell/ .

2. Delete the .kube/config file (if already exists) using below command:
rm .kube/config

3. Now execute the below command to re-create .kube/config file:

az aks get-credentials --resource-group <ResourceGroupName> --name
<AzureEKSClusterName>

For example,

az aks get-credentials --resource-group AzureKubernetes --name BPMSuite-
AKSCluster
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2.6.2.4 Installing ingress controller using Helm
Perform the below steps to install ingress controller using Helm:

1. Open the Azure Cloud Shell https://portal.azure.com/#cloudshell/ and run the following
command to download the helm-config.yaml file which configures the Application Gateway
Ingress Controller.

wget https://raw.githubusercontent.com/Azure/application-gateway-kubernetes-
ingress/master/docs/examples/sample-helm-config.yaml -O helm-config.yaml

2. Edit the helm-config.yaml file and fill in the values for appgw (Application Gateway) and

armAuth (ARM Authentication using Service Principle).
nano helm-config.yaml

3. Update the <subscriptionld>, <resourceGroupName>, and <applicationGatewayName> for

appgw.
For example,

GNU nano 3.2 helm

verbositylevel: 3

appgw:
subscriptionId: e:a5031C3-7?al-1cbs -9a:b-536a0,.1125 77
resourceGroup: AzureKubernetes
name: AppGateway-AKSCluster
usePrivateIP: false

Figure 2.46

4. Comment the armAuth using AAD-Pod-Identity and uncomment the armAuth using Service
Principle.

5. Update the base64 encoded JSON blob created in the previous step ‘ARM Authentication using
a Service Principle’ for secretJSON.
For example,
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Figure 2.47

6. Specify the rbac enabled as true if the cluster is RBAC enabled.
For example,

rbac:
enabled: true # true/false

Figure 2.48

7. Install Helm chart application-gateway-kubernetes-ingress with the helm-config.yaml

configuration from the previous step.

helm install ingress-azure \
-f helm-config.yaml \
application-gateway-kubernetes-ingress/ingress-azure \
--version 1.4.0

For example,
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shubham_mittal95@out...
DEFAULT DIRECTORY

(VT JVNINN © search resources, services, and docs (G+/) T ® 5 0o &

O ? &R 0Dk — @ X
shubham_mittal95@Azure:~$ helm install ingress-azure \
> -f helm-config.yaml \
>  application-gateway-kubernetes-ingress/ingress-azure \
> --version 1.4.0
W1125 06:56:40.353928 392 warnings.go:67] apiextensions.k8s.io/vlbetal CustomResourceDefinition is deprecated in v1.16+, unavailable in v1.22+; use apiextensions.kd
s.io/vl CustomResourceDefinition
NAME: ingress-azure
LAST DEPLOYED: Thu Nov 25 ©6:56:43 2021
NAMESPACE: default
STATUS: deployed
REVISION: 1
TEST SUITE: None
NOTES:
Thank you for installing ingress-azure:1.4.0.

Your release is named ingress-azure.
The controller is deployed in deployment ingress-azure.

Configuration Details:

* AzureRM Authentication Method:
- Use Service Principal
* Application Gateway:
- Subscription ID : eaa50193-52al-4c085-9acb-530a09d127c7
- Resource Group : AzureKubernetes
- Application Gateway Name : AppGateway-AKSCluster
* Kubernetes Ingress Controller:
- Watching All Namespaces
- Verbosity level: 3
shubham_mittal95@Azure:~$ |

Figure 2.49

NOTE:
Use the latest version of ingress-azure. You can get the release information from the below link:
https://github.com/Azure/application-gateway-kubernetes-ingress/releases

8. Application Gateway Ingress Controller runs as a pod in the Kubernetes cluster. You can check
the running status of the AGIC pod using the below command:
Kubectl get po | grep ingress

For example,

shubham_mittal95@Azure:~% kubectl get po | grep ingress

ingress-azure-649b85494b-2tthf 1/1 Running @

Figure 2.50

2.7 Configuring DNS zone

Ingress Controller creates a Load Balancer and routes the incoming requests to the target
Kubernetes services according to the host-based routing rules. Host-based routing is a capability of
Ingress Controller that redirects the user requests to the right service based on the request-host
header.
For example, you can set the rules as below:
e |FURL s ‘ibps5serviceinstance.azure.co.in’ then redirect to iBPS Servicelnstance Web
container.
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container.

IF URL is ‘ibps5userinstance.azure.co.in’ then redirect to the iBPS Userinstance Web

To support the host-based routing, you must register a custom domain and create a new RecordSet
in DNS Zone for each host-path.
Perform the below steps to create a DNS Zone:

1. Signin to the Azure Portal using https://portal.azure.com.
2. After a successful sign in, click Create a resource and search for the DNS Zone.

Microsoft Azure

+ Create a resource |

ﬁ Home
4l Dashboard
= All services
+ FAVORITES
['#] Resource groups
EEE All resources
@ Recent
& App Services
L"'J Virtual machines (classic)
K3 virtual machines
SQL databases
& Cloud services (classic)
Subscriptions
» Azure Active Directory

@ Monitor

«

2 Search resources, services, and docs (G+/)

All services >

New

[.© pns zd

DNS zone

Private DNS zone

BlueCat DNS for Azure
Recently createa

Al + Machine Learning
Analytics

Blockchain

Compute

Containers

Databases

Developer Tools
DevOps

Identity

EOEA

Ubuntu Server 18.04 LTS
Learn more

Web App

Quickstarts + tutorials

SQL Database
Quickstarts + tutorials

Function App

Quickstarts + tutorials

3. Click Create.

Figure 2.51

All services > New > Marketplace >

DNS zone =

Microsoft

Microsoft

DNS zone <2 Save for later

Figure 2.52

4. On the Create DNS zone, specify the following details under the Basics tab:

a.

Subscription: Select a valid Azure subscription.
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b. Resource group: Select or create an Azure Resource group, such as AzureKubernetes.
c. Name: Specify a valid DNS Zone name such as azure.co.in.
d. Click Next: Tags>.

All services > New > Marketplace > DNS zone

Create DNS zone

Basics

A DNS zone is used to host the DNS records for a particular domain. For example, the domain "contoso.com’ may contain a
number of DNS records such as ‘mail.contoso.com’ (for a mail server) and ‘www.contoso.com’ (for a web site). Azure DNS
allows you to host your DNS zone and manage your DNS records, and provides name servers that will respond to DNS queries
from end users with the DNS records that you create. Learn more.

Project details

Subscription * ‘ Visual Studic Enterprise with MSDN v |
Resource group * ‘ AzureKubernetes ~ |
Create new

Instance details

[0}

l:\ This zone is a child of an existing zone already hosted in Azure DNS

Name * | azule.co‘iri ~

Next : Tags > | Download a template for automation

Figure 2.53

5. On the Tags tab, keep the default options and click Next: Review + create>.
6. On the Review + create tab, click Create once validation is passed.
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All services > New > Marketplace > DNS zone >
Create DNS zone

o Validation passed

Basics Tags Review + create

Summary

Basics

Subscription

Resource group
Resource group location
Name

Download a template for automation

Visual Studio Enterprise with MSDN
AzureKubernetes

southeastasia

azure.co.in

Figure 2.54

7. Once deployment is complete, click Go to resource. The Created DNS Zone’s Overview screen

A szurecoin - Microsoft Azure x  + v - 5%
<« C @ portalazure.com/#@shubhammittal95outiook.onmicrosoft.com/resource/subscriptions/eaa50193-52a1-4c05-9ach-530a09d127¢7/resourcegroups.. & % @ €GB8 F #» &

DNS zone

R search resources, services, and docs (G+/)

& shubham_mittal95@out... @
! DEFAULT DIRECTORY &0

n R ®3 0

Home > Microsoft.DnsZone-20211125072135882

O azure.co.in

‘P Search (Ctrl+/)

=

-+ Child zone —> Move v Delete zone

© overview
-] Activity log
A Access control (1AM)

L 4 Tags

Settings
It properties

[5 Locks

Monitoring
B Alerts

fid Metrics
Automation
% Tasks (preview)

1 Export template

A\ Essentials

Resource group (Move) : azurekubernetes
Subscription (Move) : Visual Studio Enterprise

Subscription ID : e3a50193-52a1-4c05-9acb-530209d127¢7

/2 Diagnose and solve problems

Tags (Edit) + Click here to add tags

() Refresh

JSON View
Name server 1 : ns1-01.azure-dns.com.
Name server 2 : ns2-01.azure-dns.net.
Name server 3 | ns3-01.azure-dns.org.

Name server 4 : ns4-01.azure-dns.info.

@ You can search for record sets that have been loaded on this page. If you don't see what you're looking for, you can try scrolling to allow more record sets to load.

‘)-) Search record sets

Name Type
@ NS
@ SOA

172800

3600

Value Alias resource type Alias target

ns1-01.azure-dns.com.

ns2-01.azure-dns.net.

ns3-01.azure-dns.org.

ns4-01.azure-dns.info,

Email: azuredns-hostma...

Host: ns1-01.azure-dns....

Refresh: 3600

Retry: 300 vee
Expire: 2419200

Minimum TTL: 300

Serial number: 1 -

8. On the top of the DNS Zone tab, select + Record set.

Figure 2.55

9. On the Add record set tab, type or select the following values:

a. Name: Enter the user-defined name.
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Type: Select type as “A — IPv4-address”

Alias record set: Select alias as Yes.

Alias type: Select the alias type as Azure resource.
Choose a subscription: Select a valid Azure subscription.

"0 a0 0T

Azure resource: Select the Public IP Address created for the Application Gateway that is,
appgwublicip.

g. TTL(Time To Live): Time-to-live of the DNS request specifies how long DNS servers and
clients can cache a response.

NOTE:
There is no change in the default value.

h. Click OK to save the record set.

P Search resources, services, and docs (G+/) bied @ B 0 & shubhamml:iﬁzu‘; ;
Home > Microsoft.DnsZone-20211125072135882 Add record set X
@ azure.co.in = - = i

| « | Recordset - Childzone —> Move v [ Deletezone () Refresh [ ibpssseniceinstance v]
azure.co.in
@ overview A Essentials
Type
B Activity log Resource group (Move) : azurekubernetes ([~ Al record to Pva aadress <]
B :Access cortral (AM) Subscription (Move)  : Visual Studio Enterprise o
cess C I1AM) ) Alias record set @
Subscription ID : £3350193-52a1-4c05-0ach-530a09d127¢7 = 25
® Tags @®@ves (ONo
# Diagnose and solve problems
Tags (Edit) : Click here to add tags re resource () Zone record set
Settings i )
@ You can search for record sets that have been loaded on this page. If you don't see what you're looking for, yof  Choose a subscription *
m
Il properties 5 search record sets [ Visual studio Enterprise v
A Locks Name Type T Value Azure resource *
oo ns1-01.azure] [ 2ppgwpublicip M|
ns2-01.azure
& 72
B Al - e 2300 ns3-Olazure] TTL* TTL unit
ns4-01.azure) ",‘ 1 MRours v"
fid Metrics Email: azure
Host: ns1-01
Automation Refreshy 360
e SOA 3600 Retry: 300
i34 Tasks (preview) Expire: 2419
Minimum TT)
ET— . serirored ([
<

Figure 2.56

10. Similarly, you can add other record sets for each host-path defined in AppGateway-
IngressController.yaml file.
For example,
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P Search resources, services, and docs (G+/) i @ & 0O & Sbeham_mitta:?S@ouL& &

Home > Microsoft.DnsZone-20211125072135882
@ azure.co.ln x - X
DNS zone
‘ AR Search (Ctrl+/) ‘ < { Recordset -+ Childzone —> Move v [ Deletezone (D Refresh
X A Subscription ID : e2a50193-52a1-4c05-9acb-530a09d127¢7 3 : ns3-01.azure-dns.org. A
¢ Tags
Name server 4 : ns4-01.azure-dns.info.
ﬂ Diagnose and solve problems
Tags (Edit) : Click here to add tags

Settings @ You can search for record sets that have been loaded on this page. If you don't see what you're looking for, you can try scrolling to allow more record sets to load.
il properties [ 2 search record sets
B Locks Name Type TTL Value Alias resource type Alias target

N ns1-01.azure-dns.com.
NS

3-01.azure-dns.

B Alerts 5

ns4-01.azure-dns.info

fill Metrics Email: azuredns-hostma...
Host: ns1-01.azure-dns...
Refresh: 3600

SOA 3600 Retry: 300
Expire: 2419200

Automation

[z])

o s
i» Tasks (preview) Minimum TTL: 300

5l Export template Serial number: 1

ibps3serviceinstance A 3600 - Public 1P Address appgwpublicip

Support + troubleshooting
Py i ibpssuserinstance A 3600 - Public 1P Address appgwpublicip

2 New Support Request

Figure 2.57

2.8 Running Kubectl from local machine

Before running the kubectl commands from your local machine, you must have the following pre-
requisites:

e kubectl: https://kubernetes.io/docs/tasks/tools/install-kubectl/

e azure-cli: https://docs.microsoft.com/en-us/cli/azure/install-azure-cli-windows?tabs=azure-

cli
e Delete the .kube folder from C:\Users\<Logged-in UserName> folder if exists.

e Now execute the below command to worker node:
az aks get-credentials --resource-group <ResourceGroupName> --name
<AzureEKSClusterName>

For example,
az aks get-credentials --resource-group AzureKubernetes --name
BPMSuite-AKSCluster

e Once you have run the above command to connect to the AKS cluster, you can run any
kubectl commands. Here are a few examples of useful commands you can try.
For example,

# List all the pods

kubectl get pods

# List all deployments in all namespaces
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kubectl get deployments --all-namespaces=true

# List all deployments in a specific namespace
# Format :kubectl get deployments --namespace <namespace-name>

kubectl get deployments --namespace kube-system

2.9 Monitoring Kubernetes dashboard

e The Azure portal includes a Kubernetes resource view for easy access to the Kubernetes
resources in your Azure Kubernetes Service (AKS) cluster.
e To see the Kubernetes resources, navigate to your AKS cluster in the Azure portal. The
navigation pane on the left is used to access your resources. The resources include:
» Namespaces: Displays the namespaces of your cluster. The filter at the top of the
namespace list provides a quick way to filter and display your namespace resources.
» Workloads: Displays information about deployments, pods, replica sets, stateful sets,
daemon sets, jobs, and cron jobs deployed to your cluster.
» Services and ingresses: Display all of your cluster's service and ingress resources.
» Storage: Displays your Azure storage classes and persistent volume information.

. . . 1 .
» Configuration: Displays your cluster's config maps and secrets.
A BPMSuite-AKSCluster - Microso? X =+ N = X
& C @ portal.azure.com/#@shubhammittal95outlook.onmicrosoft.com/resource/subscriptions/eaa50193-52a1-4c05-9acb-530a09d127¢7 /resourceGroups... B % @@ fb B8 = » & H
o ; - (Gt & shubham_mittal95@out... @
P Search resources, services, and docs (G+/) [v’ Q @ @ & DEFAULT DIRECTORY @
Home > Kubernetes services > BPMSuite-AKSCluster
Kubernetes services  « @y, BPMSuite-AKSCluster | Workloads - X
Defa ctory Kubernetes service
{ Create v 3% Manageview v -+ ‘ ‘ « T Add (D Refresh DP showlabels 27 Give feedback
Filter for any field. 1 Deployments  Pods  Replicasets  Statefulsets  Daemonsets  Jobs  Cron jobs
Name T
= 8 Access control (1AM) Filter by deployment name Filter by label selector @ Filter by namespace
% BPMSuite-AKSCluster = | v A
[ e full de | ke | [ All namespaces
c TEQS o o - o
ﬂ Diagnose and solve problems
Name Namespace Ready Up-to-date Available
@ Security D
toscaler kube-system Qin 1
r— O
kube-system Qe
B3 Namespaces D
kube-system @ in
" Workloads D
B kube-system Qi
&, Services and ingresses O .
kube-system Q22 2
B storage D .
kube-system i 1 1
B confgurstion U S .
»
Settings
Page ‘ 1 v ‘Df1 [ Node pools
https://portal.azure.c stlook. e ions/eaa50193-52a1-4c05-9acb-530a09d127c7/resourc p: by ‘providers/Microsoft.ContainerService/managedClusters/BPMSuite-AKSClust...

Figure 2.58
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2.10 Azure monitor for container insights

Azure Monitor for containers is a feature designed to monitor the health and performance of
container workloads deployed to Azure Kubernetes service. It delivers a comprehensive monitoring
experience and gives us performance visibility by collecting memory and processor metrics from
controllers, nodes, and containers that are available in Kubernetes through the Metrics API.

By default, Azure Monitor is enabled for container monitoring during Azure Kubernetes service
creation (Under Integrations tab).

For example,

Create Kubernetes cluster

Basics Node pools Authentication Networking Integrations  Tags Review + create

Connect your AKS cluster with additional services.

Azure Container Registry
Connect your cluster to an Azure Container Registry to enable seamless deployments from a private image registry. You can
create a new registry or choose one you already have. Learn more about Azure Container Registry o

Container registry None %

Create new

Azure Monitor
In addition to the CPU and memery metrics included in AKS by default, youlcan enable Container Insights for more
comprehensive data on the overall performance and health of your cluster. Billing is based on data ingestion and retention

settings.
Learn more about container performance and health monitoring
Learn more about pricing
= 2 = (@) ) | a
Container monitoring (®) Enabled () Disabled
4 Azure monitor is recommended for standard configuration.
Log Analytics workspace (@ | (New) DefaultWorkspace-eaa50193-52a1-4c05-9ach-530209d127¢7-DXB WV

Create new

| < Previous H Next : Tags >

Figure 2.59

Perform the below steps to view the container insights:
1. Signin to the Azure portal at https://portal.azure.com.

2. On the Azure portal menu or from the Home page, select All resources.

3. Click on the created Kubernetes service.

4. Click Monitoring >> Insights. Here are the series of tabs to monitor your AKS Cluster, Nodes,
Containers, Controllers, and so on.
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https://portal.azure.com/

—=! Microsoft Azure AR Search resources, services, and docs (G+/)

DR @3 0 &

Home > Kubernetes services > BPMSuite-AKSCluster

» @ BPMSuite-AKSCluster | Insights

Kubernetes service

\/’ Search (Ctrl+/) ‘ « (‘_] Refresh & View All Clusters @ Recommended alerts (Preview)

@® Deployment center (preview)

M BPMSuite-AKSCluster - Microsoi X + v = X
< C & portalazure.com/#@shubhammittal95Soutlook.onmicrosoft.com/resource/subscriptions/eaa50193-52a1-4c05-9acb-530a09d127c7 /resourceGroups... & ¥ @ eh B8 = * ﬁ :

shubham_mittal95@out... @
DEFAULT DIRECTORY 0

[ @ view workbooks v v |

(@ Enable fast alerting experience on basic metrics for this Azure Kuberetes Services cluster. Learn more here

Feedback v

(& Policies
- Time range = Last 6 hours | ( *y AddFilter ) Live: (@ oOff
il properties
,f_1| Locks What's new Cluster Reports Nodes Controllers Containers
Monitoring
Node CPU Utilization % Percentage of © | Total capacity v Node Memory Utilization 9
9 Insights 5m granularity Sm granularity
Avg | Min | 50th | 90th | 95th | Max | <= Percentage of ©| Total capacity (memory rss) M.
KN Alerts 100% ,_‘
Avg | Min | 50th | 90th | 95th | Max | =
fifl Metrics 1005
& Diagnostic settings 50% 20%
@ Advisor recommendations §0%
# Logs 20%
@ workbooks 0% =
09 AM 1 PM
Automation | | b 2 AM 1 oin
& 1.90+ 4.47- M-
i Tasks (preview) BPAMSLite-AKSC
- 3.60=«

2| Evport template

Figure 2.60

3 Deploying OmniDocs and RMS containers on
Azure kubernetes service

This section describes the deployment of OmniDocs and RMS containers. Refer the below sections
for procedural details.

3.1 Prerequisites

Azure Kubernetes Service must be configured, and its Worker nodes must be in Ready state.

NOTE:
Refer to the Configuration of Azure Kubernetes Cluster for the configuration of Azure Elastic Kubernetes Service.
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3.2 Deliverables

Newgen has isolated the product suite into multiple Docker containers to enable the independent
scalability of each Docker container. This separation is done based on the product's usability. At a
broad level, Web components and EJB components are isolated for deployment in separate
container instances. Web components is deployed on the underlying web server JBoss WebServer
5.7.x. EJB components is deployed on the underlying application server JBoss EAP 7.4.x. Newgen
has released multiple Docker images for the different product suites along with some configuration
files for data persistence, YAML files for deployment, and some documentation for end-to-end
configurations and deployments.

The followings are the list of deliverables:

The Newgen delivers the following:
e Docker Images
e Configuration Files
e YAML Files

3.2.1 Docker images
The following Docker images are delivered for the initial product deployment:
e OmniDocs and RMS Web Components
e OmniDocs Web Service Components
e OmniDocs and RMS EJB Components
e OmniDocs Add-on Services (Wrapper, AlarmMailer, Scheduler, ThumbnailManager and
LDAP)
e EasySearch (Apache Manifold and ElasticSearch [freeware software])
e Text Extraction Manager or Full-Text Search (TEM/FTS)
e OmniScan Web Components
e RMS SharePoint Adapter

NOTE:
These Docker images can be delivered to a private Docker repository like ACR (Azure Container Registry) or in the form
of compressed files that can be shared over the FTP or similar kind of media.

e ——
NewgenONE OmniDocs RMS Configuration and Deployment Guide for Azure Version: 4.0 SP1 Page 50



3.2.2 Configuration files

Configuration files are dynamic in nature and data is written at runtime. Database details in
configuration files such as Server.xml and standalone.xm/ are written at runtime. These types of
files must be kept outside the container to persist the data. Here, Azure FileShare is used to persist
configuration files.

The following configuration files are shared for OmniDocs and RMS Docker images:

e OmniDocs11.0Web e TEM11.0
e OmniDocs11.0Ejb e OmniscanWeb6.0
e (OD11.0Services e RMS SharePoint Adapter

e EasySearchl11.0

3.2.3 YAML files

YAML files stands for “YAML Ain’t Markup Language”. It is a human-readable object configuration
file that is used to deploy and manage the objects on the Kubernetes cluster. In other words, it is a
manifest file that contains the deployment descriptor of Kubernetes containers. You can execute
YAML files using “kubectl apply —f <YAMLFile>” or use these files in Azure DevOps Release Pipeline
to deploy the containers.

The following configuration files has shared for OmniDocs and RMS Docker images:

e OmniDocs11.0Web.yml e TEM11.0.yml

e OmniDocs11.0Web_Services.yml e OmniScanWeb6.0.yml|

e OmniDocs11.0EJB.yml e AzureFile_PV_PVC.yml

e OmniDocs11.0Services.yml e AppGateway-IngressController.yml
e EasySearch11.0.yml e RMSSharePointAdapter.yml

Here’s an example of a YAML file:

NewgenONE OmniDocs RMS Configuration and Deployment Guide for Azure Version: 4.0 SP1 Page 51



apiVersion: vl
kind: Namespace
metadata:

name: dev

apiVersion: apps/vl
kind: Deployment
metadata:
#¥ame should not be more than 13 lecters
name: odllOweb
namespace: dev
spec:
replicas:
selector:
matchlabels:
name: odllOweb

strategy:

type: RollingUpdate
rollingUpdate:

maxsurge:

maxUnavailable:
template:

metadata:

labels:
name: odlldweb

spec:

containers:

- name: odlllweb
image: kasnonprdcidevacr.azurecr.io/omnidncsll.Oweb:#{RELEASE.QRTIFACTS._OHNIDDCSll.OWEB.BUILDID}#
imagePnllPolicy: Rlways
securityContext:

runAsNonRoot: true
resonrces:
requests:
memory: 2043Mi
cpu: S00m
limits:

Figure 3.1

AzureFile_PV_PVC.yml file is used for Persistent Volume and Persistent Volume Claim.

Persistent Volume (PV) is a storage piece in the cluster that is provisioned using Storage Classes. It
contains the Azure FileShare secretName and shareName that is already created during Azure
FileShare creation. It is also used to set the access permission on Azure FileShare using
mountOptions attribute.

A PersistentVolumeClaim (PVC) is a request for storage by a user. It is similar to a Pod.

Pods consume node resources and PVCs consume PV resources. Pods can request specific levels of
resources (CPU and Memory). Claims can request specific size and access modes (for example, they
can be mounted ReadWriteOnce, ReadOnlyMany or ReadWriteMany).
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AppGateway-IngressController.yml is used for the ingress controller. An ingress controller is an
object running inside the Kubernetes cluster that is used to manage the host-based routing rules.
For example, you can set the host-based routing rules like if the URL is
omnidocs.newgendocker.com then the ingress controller redirects the user request to OmniDocs
and RMS WEB containers. and if the URL is omniscan.newgendocker.com then it redirects the user
request to the OmniScan WEB containers.

NOTE:

You can store the above YAML files in Azure Repo that is used by Azure DevOps Release Pipeline.

3.3 Changes in product’'s YAML files

The changes in the Product’s YAML Files are as follows:

e Namespace: In the YAML files, default namespace is given as dev. You can change this
name as per your requirement.

apiversion: vl
kind: Hamespace
lmetadata:

name: dev

Figure 3.2

e Name: In the OmniDocs11.0Web.yml file, od110web is given as the default name of
Kubernetes objects - deployment, replicas, container, and service. You can change this
name as per your requirement. While changing the name, ensure that this name is not
more than 13 letters in length and must contain small letters only.

For example,
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apiVersion: apps/wvl
kind: Deployment
metadata:
#Name should not be more than 13 letters
name: odllOweb
spec:
replicas:
selector:

matchlLabels:

name: odllOweb

strategy:
type: RollingUpdate
rollingUpdate:

maxsurge:

maxUnavailable:
template:

metadata:

labels:

name: odllOweb

spec:

containers:

- name: odllOweb

Figure 3.3

e Replica: In the OmniDocs11.0Web.yml file, the default replica is given as 1. That means only
one container is created after the deployment. You can increase this number as per our
choice.

e Image: In the OmniDocs11.0Web.yml file, update the image location. By default, the below
value is given:

‘image: newgencontainerregistry.azurecr.j.nfnmnidncsll.Oweb:#[RELEASE.RRTIFRCTS._O}WIDOCSll.CIW'EEI.EIUILDID}# ‘

Here:
» newgencontainerregistry.azurecr.io - It's the name of the Azure Container Registry.
» omnidocs11.0web — It's the OmniDocs11.0Web Docker image name.

o H{RELEASE.ARTIFACTS._OMNIDOCS11.0WEB.BUILDID}#: It's a Docker image’s tag name in the
form of a dynamic variable whose value gets updated at runtime using AzureDevOps
Release Pipeline. Specify the static tag name like latest, build-numberl, and so on.

e SecurityContext: In the OmniDocs11.0Web.yml file, SecurityContext [runAsNonRoot: true]
is defined. It means the OmniDocs11.0Web container can never be run with root privileges.
If any container tries to run with the root user, then Kubernetes stops its deployments.

securityContext:
runAsNonRoot: true

Figure 3.4
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e Resource Request and limit: In the OmniDocs11.0Web.yml file, resource request and
resource limit parameters are defined. The request parameter specifies the minimum
required resources to run the particular container and the limit parameter specifies the
maximum resource limit that a container can use. In other words, a running container is not
allowed to use more than the resource limit you set.

For Example,

requests:
memory: 1024Mi
cpu: 800m
limits:
memory: 2048Mi
cpu: 1000m

Figure 3.5

Here, 1000m CPU =1 Core CPU
The above-specified limit is the minimum required resource to run a container. If users are
increasing, then you must increase the limit range accordingly.

e VolumeMounts and Volume: Volume mounts and volumes are used to persist the data
outside the container so that whenever the container terminates due to any reason our data
is always persisted. In the OmniDocs11.0Web.yml file, we have persisted configuration files
or folders and log files.
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volumeMounts:
- name: azurefile-volums-mount
mountPath: /Newgen/jws-5.7/tomcat/bin/Newgen/NGConfig
subPath: CmniDocs1l.05P1l/0mniDocsll. 0Wek/Newgen/NGConfig
- name: azurefile-volums-mount
mountPath: /Newgen/jws-5.7/tomcat/bin/omniscanweb
subPath: CmniDocs1l.05FP1l/0mniDocsll.0Wek/omniscanwelb
- name: azurefile-volume-mount
mountPath: /Newgen/jws-5.7/tomcat/conf/web.xml
subPath: CmniDocsll.OSPl/CmniDocsll.OWeb/web.xml
- name: azurefile-volume-mount
mountPath: /Newgen/jws-5.7/tomcat/conf/redisson.yaml
subPath: OmniDocsll.0SPl/OmniDocsll.0Web/redisson. yvaml
— name: azurefile-volume-mount
mountPath: /Newgen/jws-5.7/tomcat/lib/jboss-ejb-client.propexties
subPath: OmniDocsll.05P1/0OmniDocsll.0Web/jboss-ejb-client.properties
— name: azurefile-volume-mount
mountPath: /Newgen/jws-5.7/tomcat/logs
subPathExpr: CmniDocsll.0SP1l/ProductLogs/odll0web-#{RELEASE.RELEASENAME}#/tomcat logs/$ (PCD NAME)
— name: azurefile-volume-mount
mountPath: /Newgen/jws-5.7/tomcat,/bin/Newgen/NGLogs
subPathExpr: CmniDocsll.0SPl/ProductLogs/odll0web-#{RELEASE.RELEASENAME}#/NGLogs/S (POD_NAME)
- name: azurefile-volume-mount
mountPath: /Newgen/jws-5.7/tomcat,/bin/Newgen,/NGTemp
subPath: OmniDocsll.05P1/Productlogs/odllliweb—#{RELELSE .RELEASENAME } #/HGTemnp
- name: azurefile-volume-mount
monuntPath: /Newgen/jboss-sap-7.4/bin/SystenmBeports
subPath: OmniDocsl1l.05P1/SystemReports

Figure 3.6

In volumeMounts, mountPath is a path inside the container that is mounted. Here, mountPath
cannot be changed as this structure is predefined in a Docker container. subPath works as a relative
path that is appended to the attached persistent volume’s shareName. subPathExpr is used to
segregate the product logs container wise. In addition, the name is a user-defined name that must
be matched with the name specified in volumes.

volumes:
- name: azurefile-wvolume-mount
persistentvolumeClaim:
claimName: azurefile-pvc

Figure 3.7

In volumes, azurefile-pvc is the persistent volume claim name.

e Ports: In the OmniDocs11.0Web.yml file, containerPort is specified as 8080. That means only
port 8080 is exposed outside the container and no other port is accessible from outside.

ports:
- name: http
containerPort:

Figure 3.8
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o ReadinessProbe: The kubelet uses the readiness probe to know when a container is ready to
start accepting traffic. Until unless the readiness probe is not succeeded, the container does

not serve the user requests.

readinessProbe:

httpGet:

path: /omnidocs/web

port:
f Intial delay is set to a high wvalue to have a better
# visibility of the ramped deployment
initialDelaySecconds:
pericdSeconds:

=

Figure 3.9

Here, until unless ip:port/omnidocs/web is not accessible through a browser, the container

does not accept the user request.

e LivenessProbe: Docker containers have healing power, if an application running inside the
container gets down due to any reason or becomes unresponsive then Kubernetes restarts
the application automatically inside the container. This feature is known as LivenessProbe in
Kubernetes.

For Example,

livenessProbe:
httpGet:
path: fomnidocs/web
port:
initialDelaySeconds:
failureThreshold:
pericdSeconds:

Figure 3.10

e Environment variable: In the OmniDocs11.0Web.yml file, the JAVA_OPTS parameter is
defined that is used to set the heap size in the WEB container dynamically.

- name: JAVA OPTS
value: "-XX:+UseContainerSupport -¥¥:+DisableExplicitGC -XX:InitialRAMPercentage=75.0

—-¥¥ :MaxRAMPercentage=75.0"

Figure 3.11

Ensure ‘-XX:MaxRAMPercentage’ is a parameter through which you can provide the available
memory to use as a max heap size to JVM. In the above example, 75% of total memory is

allocated as heap size.
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e ImagePullSecret: ImagePullSecret is a secret value that is used to pull an image from a
private container repository like Azure Container Registry.
For example,

imageFullSecrets:
- name: azurepullsecreﬂ

Figure 3.12

Execute the below command to create an ImagePullSecret:
kubectl create secret docker-registry azurepullsecret --docker-server
newgencontainerregistry.azurecr.io --docker-username= newgencontainerregistry

You can also create ImagePullSecret from Azure DevOps Release Pipeline.

NOTE:
You can use the above guidelines to update other YAML Files that are as follows:
e OmniDocs11.0Web_Services.yml
e OmniDocs11.0EJB.yml
e OmniDocs11.0Services.yml
e EasySearch11.0.yml
e TEM11.0.yml
e  OmniScanWeb6.0.yml
e RMSSharePointAdapter.yml

3.4 Changes in application gateway Ingress YAML files

Along with the product’s YAML file, AppGateway Ingress Controller’s YAML file AppGateway-
IngressController.yaml is also shared. Using an ingress controller and ingress rules, a single IP
address can be used to route traffic to multiple services in a Kubernetes cluster. The AppGateway
Ingress Controller creates a Load Balancer with its external IP and routes the incoming requests to
the target Kubernetes services according to the host-based routing rules. Host-based routing is a
capability of Ingress Controller that redirects the user requests to the right service based on the
request-host header.
For example, you can set the rules as below:

e If URL is omnidocs.newgendocker.com, then redirect to the OmniDocs and RMS Web

container.

e If URL is omniscan.newgendocker.com, then redirect to the OmniScanWeb container.
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NOTE:

To support the host-based routing, register a domain and create a new RecordSet in DNS Zone for each host-path. Refer
to the document Configuration of Azure Kubernetes Cluster to see the configuration of Application Gateway Ingress
Controller and DNS Zone.

Once Application Gateway Ingress is configured and RecordSets are created in DNS Zone,

then must deploy the Ingress controller along with its ruleset using the YAML file.

apiVer=zion: networking.k8=.io/vl

kind: Ingress

netadata:

name: appgWw-ingress

namespace: dev

annotations:
kubernetes.io/ingress.class: azure/application-gateway
appgw. ingress.kobernetes.iofssl-redirect: "trus"
appgw.ingress.kuobernetes. io/request-timeont: "300"

Bpeo:
tls:
- hosts:
- newgendocker.com
- secretName: appgw-cert
rules:
- host: omnidocs.newgendocker.com
http:
paths:
- path:
pathType: Prefix
backend:
service:
name: odllOwek
port:
number :
- host: omnidocswebservices.newgendocker.com
http:
paths:
- path: /
pathType: Prefix
backend:
service:
name: odllOwebksve
port:
number :
- host: apachemanifold.newgendocker.com

appgw.ingress.kuobernetes.io/fssl-policy: "LAppGwSS51Policy20l1704015"

Figure 3.13

In AppGateway-IngressController.yml file, there are multiple host-based rules defined.

» omnidocs.newgendocker.com [Specified as a record set in Route-53]
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If the host URL is omnidocs.newgendocker.com, then it redirects the user request to the
od110web container’s service which is running on port 8080. Here, od110web is the
name of the OmniDocs and RMS Web container.

» omnidocswebservices.newgendocker.com [Specified as a record set in Route-53]
If the host URL is omnidocswebservices.newgendocker.com, then it redirects the user
request to the od110websvc container’s service which is running on port 8080. Here,
0d110websvc is the name of the OmniDocs Web Service container.

» omnidocsconsole.newgendocker.com [Specified as a record set in Route-53]
If the host URL is omnidocsconsole.newgendocker.com, then it redirects the user request
to the 0d110ejb container’s service which is running on port 9990. Here, od110ejb is the
name of the OmniDocs and RMS EJB container.

» apachemanifold.newgendocker.com [Specified as a record set in Route-53]
If the host URL is apachemanifold.newgendocker.com then it redirects the user request
to the easysearch11 container’s service which is running on port 8345. Here,
easysearchll is the name of the EasySearch container.

» omniscan.newgendocker.com [Specified as a record set in Route-53]
If the host URL is omniscan.newgendocker.com, then it redirects the user request to the
omniscan web container’s service which is running on port 8080. Here, omniscanweb is
the name of the OmniScan Web container.

e In this YAML file, change the host URL, ServiceName, ServicePort, and the name name:
appgw-ingress as required.
e In this YAML file, there is defined SSL or TLS configuration through specifying the tls spec
along with hosts and secretName.

[=pec:
| tl=:
I - hosts:
- - bpm=soncloud.co.in
- secretName: appgw-cert

Figure 3.14

e You can specify the valid DNS against hosts that is, newgendocker.com.
e Before deploying the ingress controller, create a Kubernetes secret to host the certificate
and private key. Execute the below command to create a Kubernetes secret:

kubectl create secret tls <secret-name> --key <path-to-key> --cert <path-
to-crt> -n <Namespace>

For example,
kubectl create secret tls appgw-cert --key azure.key --cert azure.crt -n
dev

e ——
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e After making the required changes as required, deploy the Ingress controller by executing

this YAML file using below command or can configure it to AzureDevOps Release Pipeline.
kubectl apply —-f AppGateway-IngressController.yml

NOTE:
To execute the above command, kubectl must be configured on your local server. Refer to the Configuration of Azure

Kubernetes Cluster to run kubectl from your local machine.

3.5 Changes in configuration files

This section describes the changes in configuration files.

3.5.1 Prerequisites
The Prerequisites are as follows:
e All the configuration files and folders must be uploaded to the Azure FileShare defined in
the YAML file AzureFile_PV_PVC.yml. You can upload the configuration files and folder using
Azure Storage Explorer.
e The Redis Cache server is already configured.
e Avalid wildcard certificate and the domain are already configured.
e SSL or TLS must be configured for the Application's URL.

NOTE:
By default, applications run on HTTPS only. If you want to run with HTTP protocol, then some additional setting is
required. For more information, refer to the Docker Troubleshooting Guide.

3.5.2 OmniDocs and RMS Web changes

The changes in OmniDocs and RMS Web are as follows:

e Update the OmniDocs and RMS EJB container name [Defined in OmniDocs11.0EJB.yml file] in
NGOClientData.xm, RMAppConfig.xml and RMClientData.xml files in between the
<endPointURL></endPointURL> tags located inside the
OmniDocs11.0Web\Newgen\NGConfig\ngdbini folder at the mapped location on the Worker
node.

e ——
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[<ClientInfo>
<ProviderUrl></ProviderUrl>
<jndiServerlame></jndiServerNams>
<jndiServerPort></jndiServerPort>
<ContextSuffix></ContextSuifix>
<WildFlyUserName></WildFlyUserName>
<WildFlyPassword></WildFlyPassword>
<JndiContextFactory></IndiContextFactory>
<ClientLockUpName>ejb:omnidocs_ejb/omnidocs_ejb/NGOClientServiceHandlerBean!com.newgen.omni.jts. tan.NGOClientServiceHandlerHome</ClientLockUplName>
<RdminLockUplams>ejb:omnidocs ejb/omnideocs ejb/NGOAdminServiceHandlerBean!com.newgen.omni.jts. tan.NGOAdminServiceHandlerHome</AdminLockUplams:
«UrlPackagePrefix></UrlPackagePrefix>
<endPoi ntU'RLlhttp ://0d110ejb:8080/callbroker/execute/GenericC allBerer{/ endPointURL>
<xmlParamiame>TnputdML</ xml Paramilame >
<HeaderKey></HeaderKey>
<HeaderValue>»</HeaderValue>
[</ClientInfo>

Figure 3.15

Here, od110ejb is the name of the OmniDocs and RMS EJB container.

e Update the OmniDocs and RMS EJB container name [Defined in OmniDocs11.0EJB.yml file] in
IS.ini file in between the <endPointURL ></endPointURL > tags located inside the
OmniDocs11.0Web\Newgen\NGConfig folder at the mapped location on the Worker node.

For example,

<LogPath>Replication.log</LogPath>
<5M5Timelut»>60000</ SMSTimeCut >
<5M5BeadInterval >30000</5M5ReadInterval >
<SMSBetryCount>5</SMSRetryCount >
<SMSGenerateLog>true</SMSGenerateLogs
<IsJNDI>true</IsJNDI>
{EnchintURh*ﬂﬁ;HffDdlerjb:BU8UfcallbrokerfexecutefﬁenericﬂallBerertfEnchintURL}
<¥xml Paramilame>InputXML< / xm]l Paramilame >
<HeaderkKey></HeaderkKey>

<HeaderValue>»< /HeaderValue>
<ProviderlUrl></ProviderlUrl:
<jndiServerName></jndiServerName>
<jndiServerPort></jndiServerPort>

Figure 3.16

e Update the OmniDocs and RMS EJB container name [Defined in OmniDocs11.0EJB.yml file] in
jboss-ejb-client.properties file located inside the OmniDocs11.0Web folder kept inside the
Azure Fileshare.

For example,

remote.connectionprovider.create.options.org.Xxnio. Options. S5L ENABLED=false
remote.connections=default

remote.connection.default.host=0dll10ejk

remote.connection.default.port = 8080

remote.connection.default. '.Jsernan'.e=w

remote.connection. default. password==sSyrimamm
remote.connection.default.connect.options.org.xnic. Options. SASL POLICY NOANONYMOUS=false

Figure 3.17
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Here, od110ejb is the name of the OmniDocs and RMS EJB container.

e Update the RMSEnabled=Y in eworkstyle.ini file located at
OmniDocs11.0Web/Newgen/NGConfig/ngdbini/odwebini folder at mapped location.

e Update the Azure Redis cache’s configuration endpoint in redisson.yaml file against the
singleServerConfig or clusterServersConfig. If redis cache is SSL enabled then use
rediss.//<endpoint url>:port and if SSL is not enabled then use redis.//<endpoint url>:port. This
file redisson.yaml is located inside the OmniDocs11.0Web folder kept inside the Azure Fileshare.

singleServerConfig:
idleConnectionTimeout:
connectTimeont :
timeout:
retryAittenpts:
retryInterval:
password: "L+ iGN M N I U Ea =
subscriptionsPerConnection:
clientName: null
address: "rediss://content iSRRI R = : 6350"
subscriptionConnectionMinimmIdleSize:
subscriptionConnecticonPoolSize:
connectionMinimmIdleSize:
connectionPoolSize:
database:
dnsMonitoringInterval:
threads:
nettyThreads:
codec: !<org.redisson.codec.MarshallingCodec> {}
transportMode: "NIO"

#Reference: https://github.com/redisson/redisson/wiki/2.-Configurationg2é-single-instance-mode

#CLUSTER ———

#CLUSTER clusterServersConfig:

#CLUSTER idleConnectionTimecut: 10000

#CLUSTER connectTimecut: 10000

#CLUSTER timeout: 3000

#CLUSTER re JAttempts: 3

#CLUSTER retrylnterval: 1500

#CLUSTER failedSlawveReconnectionInterval: 3000
#CLUSTER failedSlawveCheckInterval: €0000
#CLUSTER password: null

#CLUSTER subscriptionsPerConnection: 5

#CLUSTER clientName: null

#CLUSTER loadBalancer: !<org.redisson.connection.balancer.RoundRobinLoadBalancer> [}
EACTITSTER e rrimtd T emnoetd seMInTm T AT oS oo ]

Figure 3.18

NewgenONE OmniDocs RMS Configuration and Deployment Guide for Azure Version: 4.0 SP1 Page 63



e Open the web.xml file in edit mode located inside the OmniDocs11.0Web folder kept inside
the Azure Fileshare.

e Search for filter httpHeaderSecurity and update the <param-value></param-value> tag’s
value with OmniDocs URL without context name against <param-name>
antiClickJackingUri</param-name>.

<filter>
<filter-name>httpHeaderSecurity</filter-name>
<filter-class>org.apache.catalina.filters.HttpHeaderSecurityFilter</filter-class>
<async-supported>true</async-supported>
<init-param>
<param-name>antiClickJackingOption</param-name>
<param-value>ALLOW-FROM</param-values>
</init-param>
<init-param>
<param-name>antiClickJackingUri</param-name>
<param-value>omnidocs.newgendocker . com</param-valus>
</init-param>
</filter>

Figure 3.19

e Open the web_svc.xml file in edit mode located inside the OmniDocs11.0Web folder at the
mapped location on the Worker node.

e Search for filter-class "<filter-class>org.apache.catalina.filters.CorsFilter</filter-class>" and
update the <param-value></param-value> tag’s value with OmniDocs URL with protocol
against <param-name> antiClicklackingUri</param-name>.

<filcer>
<filter-name>=CorsFilter</filter-name>
<filter-classrorg.apache.catalina.filters.CorsFilter</filter-class>
<init-param>
<param-name>cors.allowed. origins</param-name
<param-valus>https: //omnidocs.bpmsonclond. co. in</param—-valus>
<finit-param:-
<init-param>
<param-name>cors.allowed.methods</param—name>
<param-valus>GET,POST,HEAD , OPTIONS , PUT< /param-valus>
<finit-param>
<init-param>
<param-nams>cors.allowed. headers</param—names>
<param-value>
Content-Type , X-Regquested-With,accept ,Origin,Access-Control-Regquest
</param-valus:>
<finit-param>
<init-param>
<param-nams>cors.exposed. headers</param—nams>
<param-valusrAccess-Control-Allow-0Origin</param-valus>
</init-param>
</filter>

Figure 3.20
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3.5.3 Wrapper changes

e Update the OmniDocs and RMS EJB container name [Defined in OmniDocs11.0EJB.yml file] in
NGOClientData.xml, RMAppConfig.xml and RMClientData.xml files in between the
<endPointURL></endPointURL> tags file located inside the OD11.0Services/Wrapper/ngdbini
folder kept inside the Azure Fileshare.

S
<ClientInfo>
<ProviderUrl></ProviderUrl>
<jndiServerName></jndiServerName:
<jndiServerPort></jndiServerPort>
<ContextSuffix></ContextSuifix>
<WildFlyUserName></WildFlyUserName:>
<WildFlyPassword></WildFlyPassword>
<JndiContextFactory></JndiContextFactory>
<ClientLockUplame>ejb:omnidocs_ejb/omnidocs ejb/NGOClientServiceHandlerBean!com.newgen.omni.jts.tin.NGOClientServiceHandlerHome</ClientLookUpliame:
<RdminLookUplams>ejb:omnidecs_ejb/omnidecs_ejb/NGOAdminServiceHandlerBean!com.newgen.omni.jts. txn. NGOAdminServiceHandlerHome</RdminLookUpllams>
<UrlPackagePrefix></UrlPackagePrefix>
<endPoi m:U'RLlhttp ://odll0ejb: 8080/callbroker/execute/GenericCal 1Broker<l/ endPointURL>
<xml ParamName>InputiML</xml PararName>
<HeaderKey></HeaderKey>
<HeaderValue></HeaderValue>
</ClientInfo>

Figure 3.21

Here, od110ejb is the name of the OmniDocs and RMS EJB container.

3.5.4 AlarmMailer changes

Prerequisite:
The cabinet is created and associated with the running containers. If the cabinet is not created,
then refer to Cabinet and Data Source Creation section.

Make the changes in AlarmMailer that are as follows:

1. Update the OmniDocs and RMS EJB container name [Defined in OmniDocs11.0EJB.yml file] in
IS.ini in between the <endPointURL></endPointURL> tags file located inside the OD11.0Services
or AlarmMiailer folder kept inside the Azure Fileshare.

For example,
<endPointURL>http://od110ejb:8080/callbroker/execute/GenericCallBroker</endPointURL>
Here, od110ejb is the name of the OmniDocs and RMS EJB container.

2. Update the OmniDocs and RMS EJB container name [Defined in OmniDocs11.0EJB.yml file] in
NGOClientData.xml in between the <endPointURL></endPointURL> tags file located inside the
OD11.0Services/AlarmMailer/ngdbini folder kept inside the Azure Fileshare.

For example,
<endPointURL>http://od110ejb:8080/callbroker/execute/GenericCallBroker</endPointURL>
Here, od110ejb is the name of the OmniDocs and RMS EJB container.
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3. Update the below settings in the Alarm.ini file located inside the OD11.0Services/AlarmMailer
folder kept inside the Azure Fileshare.
i.  Update the OmniDocs URL without context name in between the

<webservername></webservername> tag.
For example, <webservername>omnidocs.newgendocker.com</webservername>
Here, omnidocs.newgendocker.com is the host path defined in the AppGateway-
IngressController.yml file.

ii. Leave the WebServerPort as blank if OmniDocsWEB URL does not contain a port.
For example, <webserverport></webserverport>

iii.  Update the OmniDocs cabinet name in between <cabinetname></cabinetname> tag.
For example, <cabinetname>ecmsuite</cabinetname>
Here, ecmsuite is the OmniDocs cabinet name gets created.

iv.  Update the OmniDocs supervisor group’s user in between the <user></user> tag.
For example, <user>supervisor</user>

v. Update the OmniDocs supervisor group’s user password in between the
<password></password> tag. Ensure that this password must be in an encrypted
format.
For example, <password>:X-D;U:T-C;P-C;p5-C;b:d:</password>

3.5.5 LDAP changes

Prerequisite:
The cabinet is created and associated with the running containers. If the cabinet is not created,
then refer to the Cabinet and Data Source Creation section.

The changes in LDAP are as follows: (For On_Prem Active Directory)

e Ensure that the LDAP Domain server is configured, and a private tunnel is created between the
Kubernetes worker nodes and the LDAP Domain server.

e Update the OmniDocs and RMS EJB container name [Defined in OmniDocs11.0EJB.yml file] in
NGOClientData.xml in between the <endPointURL></endPointURL> tags file located inside the
OD11.0Services/ODAuthMgr/ngdbini folder kept inside the Azure Fileshare.

For example,
<endPointURL>http://od110ejb:8080/callbroker/execute/GenericCallBroker</endPointURL>
Here, od110ejb is the name of the OmniDocs and RMS EJB container.

e Update the cabinet name and domain name in the ldap.ini and Hook.ini file located inside the

OD11.0Services/ODAuthMgr folder at the mapped location.
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Fa
T
#Ius Now 26 11:34:40 IST 2013
DISPort=1994%
DISIPRddress=127.0.0.1
Log4j properties_file=jtshook logd].properties
Encoding=UTF-2
PROTOCOL=1dap Hook.ini
LOGOUTTIME=15000
DIRECTORYSEEVICE=RActiwveD5

CIUI=true

# Default domain name to add user For multidomain LDAF
DEFAULTDOMA TH=eCo. COm
echsulte=eco.Ccom

Figure 3.22

4

#Wed Dec 23 10:53:14 GMT+05:30 2009
DISPort=1999

DISIPAddress=127.0.0.1 o
Encoding=UTF-8 LDAP.ini
setEncoding=true

LogQutTime=15000

IsMakerChecker=N

# Default domain name to add user For multidomain LDAP
ecmsuite=eco.con

Figure 3.23

Here, ecmsuite is the cabinet name and eco.com is the domain name.

e Update the same cabinet name and domain name in the Idap.ini and Hook.ini file located inside
the OmniDocs11.0Web\Newgen\NGConfig folder at the mapped location.

e Update the OD11.0Services container’s service name [Defined in respective YAML file] in
Idap.ini and Hook.ini file located inside the OmniDocs11.0Web\Newgen\NGConfig folder at the
mapped location.
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a
=

#Tue Mow 26 11:34:40 IST 2013

DISPort=194949

DISIPRddress=cdlliservices

Logd4] properties_file=jtshook _logd].properties
Encoding=UTF-5§

PROTOCOL=1dap Hook.ini
LOGOUTTIME=15000

DIRECTORYSERVICE=RActiwveD3

BEACTUI=true

# Default domain name to add user For multidomain LDRAP
DEFAULTDOMATN=eco. com
ecmsuite=eco.Ccom

Figure 3.24

#
$Wed Dec 23 10:53:14 GMT+05:30 2009
DISPort=1929%9
DISIPAddress=odll0services
Encoding=UTF-8

setEncoding=true

LogOutTime=15000 Idap.ini
IsMakerChecker=N

# Default domain name to add user For multidomain LDAP
ecmsulte=eco.com

Figure 3.25

Here, od110services is the service name of the OD11.0Services container.

e Set <Display> as true for LDAP in AdminMenuOptions.xml located inside
OmniDocs11.0Web/Newgen/NGConfig/ngdbini/Custom/CABINETNAME folder at mapped
location.

<SSALink>
<LinkName>Ldap</LinkName>
<LinkDescription>LdapDescription</LinkDescription>
<JspName>/ldap/config.jsp</JspName>
<Display>true</Display>
<IconURL></IconURL>|

</88RLink>

Figure 3.26
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The changes in LDAP are as follows: (For Azure Active Directory)

e Update the OmniDocs and RMS EJB container name [Defined in OmniDocs11.0EJB.yml file] in
NGOClientData.xml in between the <endPointURL></endPointURL> tags file located inside the
OD11.0Services/ODAuthMgr/ngdbini folder kept inside the Azure Fileshare.

For example,
<endPointURL>http://0d110ejb:8080/callbroker/execute/GenericCallBroker</endPointURL>
Here, od110ejb is the name of the OmniDocs and RMS EJB container.

e Update the cabinet name, domain name, and directory service as AzureAD in the Hook.ini file

located inside the OD11.0Services/ODAuthMgr folder at the mapped location.

DISPort=19%4%

DISIPAddress=127.0.0.1

Log4j properties_file=jtshook logd].properties
Encoding=UTF-&

FROTOCOL=1dap Hook.ini
LOGOUTTIME=15000

DIRECTORYSERVICE=RAzurelAD

EEACTUI=true

# Default domain name to add user For multidomain LDAFP
DEFAULTDOMATH=eCo. COm
echsuite=eco.com

Figure 3.27

e Update the cabinet name and domain name in the Idap.ini file located inside the
OD11.0Services or ODAuthMgr folder at the mapped location.

4

#Wed Dec 23 10:53:14 GMT+05:30 2009
DISPort=1%9%

DISIPAddress=127.0.0.1 o
Encoding=UTF-8 LDAP.ini
setEncoding=true

LogOutTime=15000

IsMakerChecker=N

# Default domain name to add user For multidomain LDAP
ecmsuite=eco.con

Figure 3.28
Here, ecmsuite is the cabinet name and eco.com is the domain name.

e Update the directory service as AzureAD in the DIS.xml file located inside the OD11.0Services or
ODAuthMgr folder at the mapped location.
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<KML>

<Title>Cabinet Mapping Information</Title>

<Body>

<Debug>
<Log4jPropPath>dissynch_log4j.properties</Log4jPropPath>
<3ynchLog>true</SynchlLog>

<DISLog>false</DISLog>
<changePaszs>false</changePass>
<Language>english</Language>
<Encoding>UTF-8</Encoding>
<JTS5IP>127.0.0.1</JTSIP>

<JTSPort>3333</JTSPort>

</Debug>

<RootDirectoryInformation>
{DirectoryService}AzureAﬂ{fDirectoryService}
</RootDirectoryInformation>
<NoOfCabinets>0</NoOfCabinets>
<doSynch>true</doSynch>
<GroupSynch>true</GroupsSynch>
<ExistingUserAsNonDomain>false</ExistingUserAsNonDomain>
<NonDomainSupport>true</NonDomainSupport>
<InactivateDeleteUser>true</InactivateDeletelUser>
<Protocol>ldap</Protocol>

<DISPort>1999</DISPort>

<CabinetList>

</CabinetList>

</Body>

</XML>

Figure 3.29

e Update the same cabinet name and domain name in the Idap.ini and Hook.ini file located inside
the OmniDocs11.0Web\Newgen\NGConfig folder at the mapped location.

e Update the OD11.0Services container’s service name [Defined in respective YAML file] in
Idap.ini and Hook.ini file located inside the OmniDocs11.0Web\Newgen\NGConfig folder at the
mapped location.

e Update the directory service as AzureAD in Hook.ini and config.ini located inside the
OmniDocs11.0Web\Newgen\NGConfig folder at the mapped location.
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DISPort=19949

DISIPRddress=odlliservices

Logdj properties file=jtshook logd].properties
Encoding=UTF-8 ..
PROTOCOL=1dap Hook.ini
LOGOUTTIME=15000

DIRECTORYSEEVICE=RAzureRD

BEACTUI=true

# Default domain name to add user For multidomain LDAP
DEFAULTDOMATN=CO. COm
echsuite=eco.Com

Figure 3.30

=
#Wed Dec 23 10:53:14 GMT+05:30 2009
DISPort=1999
DISIPAddress=odllOservices
Encoding=UTF-8

setEncoding=true

LogOutTime=15000 Idaplnl
IsMakerChecker=N

# Default domain name to add user For multidomain LDAP
ecmsuite=eco.com

Figure 3.31

DIRECTORYSERVICE=AzureAD

REACTUI=true - ..
config.ini

Figure 3.32

Here, od110services is the service name of the OD11.0Services container.

e Set <Display> as true for Idap in AdminMenuOptions.xml located inside
OmniDocs11.0Web/Newgen/NGConfig/ngdbini/Custom/CABINETNAME folder at mapped
location.

For example,

<SSRELink>
<LinkName>Ldap</LinkNames:>
<LinkDescription>LdapDescription</LinkDescription>
<JspName>/ldap/config.jsp</JIspName>
<Display>true</Display>
<IconURL></IconURL>]

</8SAELink>

Figure 3.33
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3.5.6 SSO changes

Prerequisite:
The cabinet is created and associated with the running containers. If the cabinet is not created,
then refer to Cabinet and Data Source Creation section.

The changes in SSO are as follows:

e Update the <Host-Path URL of OmniDocsWeb container> at the place of
ibps5aurora.newgendocker.com in mapping.xml file located inside the
OmniDocs11.0Web/Newgen/NGConfig/ngdbini/SSOConFig folder.

e Update the CabinetName in mapping.xml file located inside the
OmniDocs11.0Web/Newgen/NGConfig/ngdbini/SSOConFig folder.

e Configure the CabinetName=DomainName in sso.ini file located inside the
OmniDocs11.0Web/Newgen/NGConfig/ngdbini/SSOConFig folder.

e ecmsuite=eco.com

3.5.7 Scheduler changes

Prerequisite:
The cabinet is created and associated with the running containers. If the cabinet is not created,
then refer to Cabinet and Data Source Creation section.

The changes in Scheduler are as follows:

e Update the OmniDocs and RMS EJB container name [Defined in OmniDocs11.0EJB.yml file]
in IS.ini in between the <endPointURL></endPointURL> tags file located inside the
OD11.0Services or Scheduler folder kept inside the Azure Fileshare.

For example,
<endPointURL>http://od110ejb:8080/callbroker/execute/GenericCallBroker</endPointURL>
Here, od110ejb is the name of the OmniDocs and RMS EJB container.

e Update the OmniDocs and RMS EJB container name [Defined in OmniDocs11.0EJB.yml file]
in NGOClientData.xml, RMAppConfig.xml and RMClientData.xml in between the
<endPointURL></endPointURL> tags file located inside the
OD11.0Services/Scheduler/ngdbini folder kept inside the Azure Fileshare.

For example,
<endPointURL>http://od110ejb:8080/callbroker/execute/GenericCallBroker</endPointURL>
Here, od110ejb is the name of the OmniDocs and RMS EJB container.

e Update the OD11.0Services container’s service name [Defined in respective YAML file] in
SchedulerConf.ini file located at OD11.0Services or Scheduler folder at the mapped location.
For example: schedulerlpAddress=od110services
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e Update the OD11.0Services container’s service name [Defined in respective YAML file] in
eworkstyle.ini file located at
OmniDocs11.0Web/Newgen/NGConfig/ngdbini/Custom/<CABINETNAME> folder at mapped
location.

For example: schedularLocation=o0d110services

3.5.8 ThumbnailManager changes

Prerequisite:
The cabinet is created and associated with the running containers. If the cabinet is not created,
then refer to Cabinet and Data Source Creation section.

The changes in ThumbnailManager are as follows:

e Update the OmniDocs and RMS EJB container name [Defined in OmniDocs11.0EJB.yml file]
in IS.ini in between the <endPointURL></endPointURL> tags file located inside the
OD11.0Services or ThumbnailManager folder kept inside the Azure Fileshare.

For example,
<endPointURL>http://od110ejb:8080/callbroker/execute/GenericCallBroker</endPointURL>
Here, od110ejb is the name of the OmniDocs and RMS EJB container.

e Update the OmniDocs and RMS EJB container name [Defined in OmniDocs11.0EJB.yml file]
in NGOClientData.xml in between the <endPointURL></endPointURL> tags file located inside
the OD11.0Services/ThumbnailManager/ngdbini folder kept inside the Azure Fileshare.

For example,
<endPointURL>http://0d110ejb:8080/callbroker/execute/GenericCallBroker</endPointURL>
Here, od110ejb is the name of the OmniDocs and RMS EJB container.

e Update the cabinet name, supervisor group’s user name, and password in
ThumnailConfig.xml located inside the OD11.0Services or ThumbnailManager folder at the
mapped location on the Worker node.

<cabinets><cabinet><cabinetname>ecmsuite</cabinetname><jtsip>127.0.0.1
</Jjtsip><jtsport>3333</jtsport><user>supervisor</user><password>:X-D;U:T-C;P-C;p5-C b:
</password><BatchSize>10</BatchSize><priority>l</priority><encoding>UTF-8
FXen:oding><X:abinet><X:abinets>

Figure 3.34
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3.5.9 TEM changes

Prerequisite:
The cabinet is created and associated with the running containers. If the cabinet is not created,

then refer to Cabinet and Data Source Creation section.

The changes in TEM are as follows:

Update the OmniDocs and RMS EJB container name [Defined in OmniDocs11.0EJB.yml file]
in IS.ini and NGOClientData.xml in between the <endPointURL></endPointURL> tags file
located inside the TEM11.0 folder kept inside the Azure Fileshare.

For example,
<endPointURL>http://od110ejb:8080/callbroker/execute/GenericCallBroker</endPointURL>
Here, od110ejb is the name of the OmniDocs and RMS EJB container.

Update the cabinet name in filename FTSServer-CABINETNAME-1.properties.

For example: FTSServer-ecmsuite-1.properties [ecmsuite is the cabinet name].

Update the OmniDocs and RMS EJB container name [Defined in OmniDocs11.0EJB.yml file]
in FTSServer-ecmsuite-1.properties renamed earlier.

Update the OmniDocs supervisor group’s user name.

Update the OmniDocs supervisor group’s user password. Ensure this password must be in an
encrypted format.

ServerAddress=odllleib

SiteId=1

UserName=supervisor
Password=:X-D;U:T-C;P-C;p5-C;b:d:
PollTime=10

OCRPath=tesseract
DocumentCount=1000

Language=eng

SleepTime=15

Figure 3.35

3.5.10 EasySearch changes

Prerequisite:
The cabinet is created and associated with the running containers. If the cabinet is not created,

then refer to Cabinet and Data Source Creation section.

The changes in EasySearch are as follows:
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e Update the EasySearch container name [Defined in EasySearch11.0.yml file] against the
ESServerlPAddress key in the ESconfig.ini file located inside the
EasySearch11.0\ESConfigurator\conf folder kept inside the Azure Fileshare.

For example, ESServerlPAddress=easysearch1ll [Where easysearchll is the container name].

e Update the Database details in the ESconfig.ini file located inside the
EasySearch11.0\ESConfigurator\conf folder kept inside the Azure Fileshare.

ESClusterName=CABINETNAME_cluster

OdDBIPAddress=DBIP

OdDBPort=DBPORT

OdCabinetName=CABINETNAME

OdDBUserName=DBUSER

OdDBPassword=DBPASSWORD in encrypted format

OdDBType=sqlserver | oracle | postgres

YV V V V VY VY

ESServerIPAddress=easysearchll
ESServerTCFPPort=9300

ESServerHttpPort=59200

ESProtocol=http
ESClusterName=ecmsuite_cluster
OdDBIPAddress=omnidocs—aurorards—db-instance-l-restore
OdDBFPort=5432

OodCabinetName=ecmsuite
OdDBUserName=postgres
OdDBPassword=:¥X-D,;Y-D;L-C;N-C;VSJ-C;4T-C; r
OdDBType=postgres

MCFIPAddress=127.0.0.1

Figure 3.36

e Update the cabinet name in the CrawlerConfig.xml file located inside the
EasySearch11.0\apache-manifoldcf-2.19\example folder kept inside the Azure Fileshare.

e Update the OmniDocs supervisor group’s user name.

e Update the OmniDocs supervisor group’s user password. Ensure this password must be in an
encrypted format.
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<cabinets>

<cabinet>
<cabinetname>eemsuite</cabinetname>
<jtsip>127.0.0.1</jtsip>
<jtsport>3333</jtsport>
<user>supervisor</user>
{password}:X—D;U:T—C;P—C;pS—C;b:d{/password>
<StopPhraseFlag>N</StopPhraseFlag>
<StopPhrases>

<StopPhrase>Newgen Software Technologies</StopPhrase>
<StopPhrase>omnidoes 11.0</StopPhrase>
</StopPhrases>

<Pages>ALL</Pages>

</cabinet>

</cabinets>

Figure 3.37

e Update the cabinet name in the elasticsearch.yml file located inside the
EasySearch11.0\elasticsearch-7.17.4\config folder kept inside the Azure Fileshare.
For example,

Use a descriptive name for your cluster:

ETSETS

cluster.name: ecm5uite_clu5ter

4

Figure 3.38

Where, ecmsuite is the cabinet name.

e Update the cabinet name and EasySearch container name [Defined in EasySearch11.0.yml file]
in the EasySearch.xml file located inside the OmniDocs110Ejb\ngdbini folder kept inside the
Azure Fileshare.

<ElasticSearch>
<ESIPAddress>easysearchll</ESIPAddress> <!--Adress of ElasticSearch Server ——>
<ESPort>9200</ESPort> <!--Port ElasticSearch Server running on ——>

<ESClusterName>ecmsuite_cluster</ESClusterName> <!-- Name of your cluster -->
<ESUserName></ESUserName> <!-— Mandatory value for basic authentication ——>
<ESSecret></ESSecret> <!—-—Mandatory value for basic authentication —-->
<ESProtocol>http</ESProtocol> <!-- Set https for SSL/TLS configuration ——>

<ESTrustStorePath></ESTrustStorePath> <!-—Value opticnal for SSL/TLS configuration——>
<ESTrustStoreSecret></ESTrustStoreSecret> <!--Value optional for SSL/TLS configuration——>
</ElasticSearch>

Figure 3.39

Here, easysearchll is the container name and ecmsuite is the cabinet name.
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e Update the EnableEasySearch=Y and EasySearch container name [Defined in
EasySearch11.0.yml file] in the eworkstyle.ini file located inside the
OmniDocs11.0Web\Newgen\NGConfig\ngdbini\Custom\CABINET_NAME folder kept inside the
Azure Fileshare.

$¥For EasySearch
EnableFEasySearch=¥Y
EnableEasySearchIndexDropDown=N
EasySearchIPAddress=easysearchll
EasySearchHttpPort=%200

Figure 3.40

Here, easysearchll is the container name.

3.5.11 WOPI changes

e Update the OmniDocsEJB container name [Defined in OmniDocs11.0EJB.yml file] in
NGOClientData.xml file in between the <endPointURL></endPointURL> tags located inside
the OmniDocs_WOPI\Newgen\NGConfig\ngdbini folder at the mapped location on the
Worker node.

[<?xml version="1.0"2
<ClientInfo>
<ProviderUrl></ProviderUrl>
<jndiServerName></jndiServerName>
<jndiServerPorc></jndiServerPorc>
<ContextSuffix></ContextSuffix>
<WildFlyUserHame></WildFlyUserlame>
<WildFlyPassword></WildFlyPassword>
<JndiContextFactory></JIndiContextFactory:>
<ClientLookUpName>ejb: om.nidocs_ejb,v’om.nidocs_ejb,-’NGOClientSewiceHandlerBean! com.newgen.omni . jts. txn.NGOClientServiceHandlerHome</ClientLookUplames
<AdminLockUpName>ejb:omnido cs_ejb/ omnido cs_ejb/NGOA.d.mi nServiceHandlerBean!com.newgen.omni. jts. txn.NGOAdminServiceHandlerHome</AdminLookUpName>
<UrlPackagePrefix></UrlPackagePrefix>
<endPointURL>http: //rms40eib: 8080/callbroker/execute/GenericCallBroker</endPointURL>
<umlParamMame>Input¥ML</ xmlFaranilame>
<HeaderKey></HeaderKey>
<HeaderValue></HeaderValue>
</ClientInfo>

Figure 3.41

Here, rms40ejb is the name of the OmniDocsEJB container.

e Update the OmniDocsEJB container name [Defined in OmniDocs11.0EJB.yml file] in IS.ini file
in between the <endPointURL ></endPointURL > tags located inside the
OmniDocs_ WOPI\Newgen\NGConfig folder at the mapped location on the Worker node.
For example,
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<Encoding>UTF-8</Encoding>
<LogPath>Replication. log</LogPath>
<SMSTimeCut>=60000</SMSTime0ut>
<5MSReadInterval>30000«</5M5RkeadInterval>
<SMSRetryCount>5</SMSRetryCount>
<SMSGeneratelog>true<,/SMSGeneratelogs
<IsJHDI>true</IsJHDI>

<endPointURL=http: //rms40ejb: 8080/ callbroker/execute/GenericCallBroker</endPointURL>
<xmlParamMame>InputX¥HML</xml Paramflames >
<HeaderHey></HeaderHey>
<HeaderValue></HeaderValue>
<ProviderUrl></ProvidexrUrl:>

Figure 3.42

e Update the WOPI_SOURCE, OMNIDOCS_REDIRECTURL and CABINETNAME in
WOPIConfiguration.ini file located inside the
OmniDocs_WOPI\Newgen\NGConfig\AddInsConfig folder at the mapped location on the
Worker node.

EGP;_SGURCE:httES:{{wogi.newgendocker.com

#To enable custom app functiona
?CHH:DCCS_RED:REC?JR:=1EEES::

RMS REDIRECTURL=hnttps://rms40.newgendocker.com/omnidocs/wopi/redirect.html

#HYLPP_RED:REC?URL=http5:ffwcp;.dcma;:.ccm!kppsf:ad;:ect.ttm;
#Cabinet I % If admin wants to configure multiple cabinet then d to add new cabinet with increment index .
#ngoffic INDEX=1 This is example for ngofficewopi cabinetname and index 1

rmspostgresiifsbh INDEX=1

Figure 3.43
Where,
https://wopi.newgendocker.com is host URL of WOPI container.

https://rms40.newgendocker.com is Host URL of RMS WEB container.
rmspostgres27feb is cabinet name.

e Open the web.xml file in edit mode located inside the OmniDocs_WOPI folder at the mapped

location on the Worker node.

e Search for filter-class <filter-class>org.apache.catalina.filters.CorsFilter</filter-class> and
update the <param-value></param-value> tag’s value with OmniDocs URL against <param-
name> antiClickJackingUri</param-name> and * against <param-
name>cors.allowed.origins</param-name>
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<filter>
<filter-name>httpHeaderSecurity</filter-name>
<filter-class>org.apache.catalina.filters.HttpHeaderSecurityFilter</filter-class>
<async-supported>true</async-supporteds
<init-param

name>antiClickJackingOption</param-name>

<param:
<param-value>ALLOW-FROM</param-value>

</init-param>

<init-param>

<param-name>antiClickJackingUri</param-name>
<param-value>omnidocsllalpine?.newgendocker.com</param-value>
</init-param>
</filter>

<filter>
<filter-name>CorsFilter</filter-name>
<filter-class>org.apache.catalina.filters.CorsFilter</filter-class>
<init-param>

<param-name>cors.allowed.origins</param-name>
<param-value>#*</param-value>
Finit >

me>cors . allowed.methods</param-name>
1ue>GET, POST, HEAD, OPTIONS, PUT</param-value>
</init-param>
<init-param>
<param-name>cors.allowed. headers</param—name>
valus>Content-Type, X-Requested-With,accept,Origin, Access-Control-Request-Method, Access-Control-Request-Headers, Access-Control-Allow-0Origin
</param-value>
</init-param>
</filter>

Figure 3.44

e Add the CSPHeaderAllowedDomains tag in the eworkstyle.ini file located inside the
OmniDocs11.0Web/Newgen/NGConfig/ngdbini/odwebini folder at the mapped location
on the Worker node.

CSPHeaderAllowedDomains=default-src * data: 'unsafe-inline' 'unsafe-eval';

e Add the WOPIOfficeExtensionSuppport and WOPIOfficeExtensionSuppportURL tag in the
eworkstyle.ini file located inside the
OmniDocs11.0Web/Newgen/NGConfig/ngdbini/Custom/CABINET_NAME folder at the
mapped location on the Worker node.

WOPIOfficeExtensionSuppport=doc,docx, DOCX,DOC, x1ls,x1lsx,XLSX,XLS, ppt, pptx, PPTX,
PPT,wopitest, WOPITEST, wopitestx, WOPITESTX
WOPIOfficeExtensionSuppportURL=https://wopi.newgendocker.com

3.5.12 OmniScanWeb changes

The changes in OmniScanWeb are as follows:

1. Update the Azure Redis cache’s configuration endpoint and password in redisson.yam/ file
against the singleServerConfig or clusterServersConfig. If redis cache is SSL enabled then use
rediss://<endpoint url>:port and if SSL is not enabled then use redis://<endpoint url>:port. This
file redisson.yaml is located inside the OmniscanWeb6.0 folder kept inside the Azure FileShare.
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singleServerConfig:
idleConnectionTimeout:
connectTimeout:
timeout:
retryAttempts:
retryInterval:
password: "A+ iR R T I LT a4 1=
subscriptionsPerConnection:
clientName: null
address: "rediss://content iarEEeRe e i s = T 1 330"
subscriptionConnectionMinimmIdleSize:
subscriptionConnectionPoolSize:
connectionMinimmIdleSize:
connectionPooclSize:
database:
dnsMoniteringInterval:
threads:
nettyThreads:
codec: !<org.redisson.codec.MarshallingCodec> [}
transportMode: "NIO™

#Reference: https://github.com/redisson/redisson/wiki/2.-Configurationg2é-single-instance-mode

#CLUSTER ——-

#CLUSTER clusterServersConfig:

#CLUSTER idleConnectionTimecut: 10000
#CLUSTER connectTimecut: 10000

#CLUSTER timecut: 3000

#CLUSTER retryAttempts: 3

#CLUSTER retryInterval: 1500

#CLUSTER failedSlaveReconnectionInterval: 3000
#CLUSTER failedSlaveCheckInterval: €0000
#CLUSTER password: null

#CLUSTER subscriptionsPerConnection: 3
#CLUSTER clientName: null

#CLUSTER loadBalancer: !<org.redisson.connection.balancer.RoundRobinLoadBalancer> {1
2T TISTEDR subeseirtd anCenrns et enbin i T Al e S i s 1
Figure 3.45

3.5.13 RMS SharePoint Adapter changes

Prerequisite:
The cabinet must be created and associated with the running containers. To create a cabinet,
refer to Creating cabinet and data source section.

The changes in SharePoint Adapter are as follows:

1. Update the cabinet name in filename RMS-SPServer-CABINETNAME-1.properties. Located inside
SharePointAdapter/properties folder kept inside the Azure Fileshare.
For example: RMS-SPServer-ecmsuite-1.properties [ecmsuite is the cabinet name].
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Change the required changes in RMS-SPServer-CABINETNAME-1.properties file.
Following is the sample of the Properties file:

AutoArchiveActive=Y
OnlineSharePointSite=Y
RMSCabinetName =spcab2

RMSServerAddress=omnidocs.newgendocker.com

RMSServerPort=443

RMSServerProtocols=https

RMSUserName=supervisor?2

RMSPassword=:X-D;U:T-C;P-C;p5-C;b:d:u:SJIDE
sharePointUserDomain=vwm55.onmicrosoft.com

sharePointHostIPAddress=vwm55.onmicrosoft.com

shraePointPort=443

sharePointProtocols=https
sharePointSiteAbsoluteURL=

sharePointUser=spadmin@vwm55.onmicrosoft.com
sharePointSequence=:F:0s-C;6-C;G-C;a:8:y-D;W:Z-C;4P-C;a-C;k:0

sharePointSite=newSite

SharePointReconciliationReports=Y
SharePointReportsLibrary=/sites/newSite/SharePointRMSReport/

MaxFailerCount=3

Description of the Properties keys:

Keys

AutoArchiveActive

Description
Y signifies this properties file is working.
N signifies this properties file is not working.

OnlineSharePointSite

Y signifies that online method is working
N signifies that offline method is working

RMSCabinetName

RMS cabinet name

RMSServerAddress RMS web container host URL

RMSServerPort RMS web container port that is, 443 = if SSL enabled or 80 = if SSL Disabled
RMSServerProtocols RMS server protocols that is, https = if SSL enabled or http = if SSL Disabled
RMSUserName RMS supervisor’s group user name

RMSPassword RMS supervisor’s group user encrypt password from alarm mailer

sharePointUserDomain

SharePoint domain name

sharePointHostIPAddress

SharePoint site server address

shraePointPort

SharePoint site server port

sharePointProtocols

SharePoint site server protocols

sharePointSiteAbsoluteURL

SharePoint site absolute URL

sharePointUser

SharePoint admin user name

sharePointSequence

SharePoint encrypt password from alarm mailer

sharePointSite

SharePoint site name

SharePointReconciliationReports

YorN

SharePointReportsLibrary

SharePoint Reconciliation Reports absolute path
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Description

MaxFailerCount Maximum failure count

For Example,

ZutoArchivelActive=Y

OnlineSharePointSite=Y
RMSCabinetName=rms23dec
REMSServerAddress=omnidocs.newgendocksr.com
FMSServerPort=443

EM33erverProtocols=https
RMSUserName=supervisorz
FEMSPassword=:137-C;qg;J-D;1X-C; 6
sharePointUserDomain=vwmS5.onmicrosoft.com
sharePointHostIPAddress=vwm35.onmicrosoft.com
shraePointFPort=443

sharePointProtocols=https
sharePointSitelbsoluteURL=
sharePointUser=spadmin@vwmS5.onmicroscoft.com
sharePointSequence=:X-D;¥-D;N-C; V8J-C;4T-C; r
sharePointSite=SharpsointRMssite
SharePointReconciliationReports=Y
SharePointReportshibrary=/site/SharpsointRMssite/SharePointEMSReport/
MaxFailerCount=3

Figure 3.46

3. Update site name, tenantlD, ClientID and clientSecret in file SharePointConfig.ini located inside
the OmniDocs11.0Web\Newgen\NGConfig\AddInsConfig folder kept inside the Azure Fileshare.
For Example,

SharpecintRMssite| tenantID-U-D; B/-D;C-D; E-—D; xJ-C; T—C;vC—C; vK): £-C;a: VN

SharpecintRMssite| clientID=Q-C;79-D; 5 F-C;g-C;M:0-C;p:7:y-D;p-C; BRv:s

SharpsointRMssite| clientSecret=c-C;Q-D; MM: r4-D; IT-D; /: OpgB—C; 0-C;41-C;g-C;0-D;1c7-D; 3-D; 9
Figure 3.47

NOTE:
The TenantlID, ClientID and clientSecret must be in encrypted format.
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3.6 Deployment of containers

Perform the below steps to deploy the containers:
e Deploy the containers on Azure Kubernetes Service from your local machine by executing the
below command or you can deploy them using Azure DevOps Release Pipeline. However, it

recommends deploying the containers using Azure DevOps for better traceability.
kubectl apply -f <YAML File>

For example,

kubectl apply —-f OmniDocsll.OWeb.yml

NOTE:

e To execute the above command, kubectl must be configured on your local server. Refer to the Configuration
of Azure Kubernetes cluster section to run kubectl from your local machine.

e To deploy the containers using Azure DevOps Release Pipeline, Azure DevOps must be configured. Refer to
the Configuration of Azure DevOps Release Pipeline section.

e In Azure DevOps Pipeline, a separate Release pipeline is created for each Docker image like
OmniDocs11.0Web, OmniDocs11.0WebService, OmniDocs11.0EJB, OmniDocs11.0Services,
EasySearch11.0, TEM11.0, and OmniScanWeb6.0.

For Example

x4 ©° o X

& ap-south-1.console.aws.amazon.com/codesuite/codepipeline/pipelines?region=ap-south-18pipelines-meta=eyimijp7InkleHQIOISwicylbey WemIWZX 0eSIBINVWZGFOZWOL.. ¥ O € © 8 & # &

aws Services ¥

’ S (6]
Developer Tools X Developer Tools > CodePipeline > Pipelines
CodePipeline

» Source +

Q 1 ®
» Artifacts »
» Build » Name Most recent execution Latest source revisions Last executed

» Deploy « Source - 71b6314: ok

© Succeeded AWS-ECR-Registry - sha256:1: Sdayzag0

v Pipeline « © Succeeded Source - 7f16f314: ok aysago
ekt sinttel AWS-ECR-Registry - sha256:d:

@ sucested AWS_ECR gy - sha2555 9dys 290
P © sucesies s S

© Succeeded :xf:{““:f[‘z"f ’DZ'“ZSE ] 10 days ago

© Succeeded ;‘:ﬁ:{“"“’"f"y ;E'“ZE'E b 9 days ago

© Succeeded = 14 days ago

@© Succeeded Source - 7fb6f314: ok 9 days ago

Feedback  English (US) ¥

Figure 3.48

e Trigger the Release Pipeline to deploy the required Docker containers.
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e Once the deployment is done, deployed containers can be visible from the Kubernetes
Dashboard. Refer to the Configuration of Azure Kubernetes cluster to configure the Kubernetes
Dashboard.

kubernetes Q  Search + A @
= Workloads > Pods
Cluster
Pods =
Cluster Roles
Name T MNamespace Labels Node Status Restarts CPU Usage Memory Usage g
Namespaces cores) (bytes)
Nod app: easysearch101 ip-10.0.2-168.2p-
oes @  casysearcn101-5491806458-1s80  default south- Running 0 - - 13.days
e SRS pod-template-hash: 5d9f8d6458  1.compute.interal
Storage Classes app: IbpsSsiejb ip-10-0-2-168.2p-
@  ibpsSsieb-551550496-1519 default south- Running 0 - - amanth
pod-template-hash: 55559496 1.compute.internal
app: ibpsSsiwed ip-10.0-1-186.2p-
default @  ibpsSsiveb 698fBdfcI6bow2d  default south- Running 0 - - Zdlays
pod template-hash: 698f8dfc9%6  1.compute.internal
Overview app: ibpsSsiweb ip-10-0-2-168.ap-
@  ibpsSsiveb-69818dIcI6-sitvr default south- Running 0 amenth
pod-template-hash: 698f8dfc9%6  1.compute.internal
Workloads
app: nodeserver ip-10:0-2-168.ap-
Cron Jobs @  nodeserver 8d547b845-75¢kS defauit south- Running 0 - - 2days
pod template-hash: 8d547b845  1.compute.internal
Daemon Sets
app: ed101ejb ip-10-0-1-186.ap-
Deployments @  od101e)p-58658d484c ntafk default south Running 0 amenth
Jobs pod-template-hash: 58658d484d  1.compute.internal
Pods app: od101services ip-10-0-2-168.ap-
@  odi01services 648f6bbff6-igdm7  defauit south- Running 0 - - 38 secends
Replica Sets pod template-hash: 648f6bbff6  1.compute.internal
Replication Controllers app: od101web Ip-10-0-1-186.2p-
e od101web-65786d4dce-5fgpn default south- Running 0 - - 23.days
Stateful Sets pod-template-hash: 65786d4dcc  1.compute.internal
Discovery and Load Balancin app: omsejb ip-10-0-1-186.2p-
& J @  omseib-559555ddBo-nked) gefault south- Running 0 E E 19.days
template-hash: 559555dd8c 1 compute intemal

Figure 3.49

e Update the container’s replica set from 1 (default value) to any other number in YAML files,
then that number of containers is listed in Kubernetes Dashboard.

e Inany case to restart the container then there are two options either redeploy the container
from Azure DevOps Release Pipeline which launches the new container by following up the
rolling update feature of Kubernetes or execute the restart command from Kubernetes’ pod’s
shell.

e The restart command is different for each container.

For example,

Container Name ‘ Restart Command
OmniDocs11.0Web,
OmniDocs11.0WebService
OmniDocs11.0EJB restartjboss.sh
restartalarm.sh, restartauthmgr.sh,

restartjws.sh

OmniDocs11.0Services .
restartscheduler.sh,restartthumbnail.sh, restartwrapper.sh

EasySearch11.0 restarteasysearch.sh
TEM11.0 restarttem.sh
OmniScanWeb6.0 restartjws.sh
RMSSharePointAdapter restartssharepointadapter.sh
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Once the EasySearch1l container is deployed, execute the below command in Kubernetes pod’s
shell for the 15t time to configure the Apache Manifold jobs. After that in subsequent

deployments, this execution is not required.
runESConfigurator.sh

3.7 Creating cabinet and data source

Prerequisites:

e OmniDocs and RMS Web, OmniDocs and RMS EJB, and OmniDocsServices are already
deployed.

e ALB Ingress Controller is already configured and deployed using the AppGateway-
IngressController.yml file.

e Azure BLOB Storage is already created to store the PN files. PN files are encrypted files that
contain all the added, uploaded, and scanned documents by Newgen products.

Once the above prerequisites are fulfilled, refer the below sections to create the Cabinet and Data
Source.

e Getting started with OSA

e Register JTS Server

e Connecting OSA to the JTS Server
e Creating a Cabinet

e Associating the Cabinet

e Creating a Data Source

e Registration of the Cabinet in OmniDocs
e Registration of the Cabinet in RMS
e Creating Site and Volume

3.7.1 Getting started with OSA

Perform the below steps to start the OSA:

1.

Since the container is a CLI-based deployment you can’t launch any GUI-based application inside
the container. But you must use the OSA to create a cabinet that is a GUI-based application. In
such a case, deploy OSA to some GUI-based machine either on a local server or on an EC2
instance. Also, add an inbound rule in the Kubernetes worker node’s security group to allow
OSA to communicate with the OmniDocs11.0 Services container deployed on that worker node.
Once OSA is deployed on a machine, navigate to the OSA folder on that machine and double
click on RunAdmin.bat (For Windows) or RunAdmin.sh (For Linux) to start OSA.

When the application is launched. The Login dialog appears.
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{«L.Dg'i“ = E

ser system -

IPasswaord | |

Figure 3.50

4. Select the user as System and specify the password as system.
5. Click OK to log in. After the successful login, the OSA screen appears displaying the list of

registered services.

& omniDocs Service Administration z O X
Server Help
’g Servers Services
Select Service |[<All> l v]
Server Location Sta:
3 top Register J Unregister v Connect ’ Dis e
. <] T | C
Status
Initialization Complete Ready...
Figure 3.51
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3.7.2 Registering JTS server

Perform the below steps to register the JTS Server:
1. To register the JTS server, click Register button. The Register New Server dialog appears.

r Register Mew Server -‘

Enter the details

Server Type !J‘I'S- |j
IP Address | |
Admin Port | |
0K Cancel
Figure 3.52

2. Select the JTS and specify the public IP address of the Kubernetes Worker node on which the
OmniDocs11.0Services (Wrapper, AlarmMailer, THN, and so on) container is deployed.

For example, suppose there are two worker nodes in the Kubernetes cluster and after deploying
the OmniDocs11.0Services container, it gets deployed to the 15t worker node then specify the IP
address of the 1%t worker node. But in a case, 2 replicas are deployed on the
OmniDocs11.0Services container, one on each worker node, in that case, specify the IP address
of any worker node.

3. Specify the Admin port of Wrapper service running inside the OmniDocs11.0Services container.
Since Wrapper is running inside the container with Admin port 9996 but that Admin port cannot
be accessed directly. Kubernetes generates a random port (aka NodePort) for each port running
inside the container that is exposed outside the container for public use. To get this NodePort
either from Kubernetes Dashboard or by executing the below command from your local

machine:
kubectl get svc <OmniDocsll.0OServices container name>

For example,
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CA\WINDOWS\system324cmd.exe - a X

C:\Users\vivek_kumar>kubectl get svc odl@lservices

INAME YPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE
odle@lservices NodePort 172.20.43.136 <none> 3333:30846/TCP|9996:31378/TCP|1999:31477/TCP 3h49m

C:\Users\vivek_kumar>_

Figure 3.53

Here, Wrapper Admin port 9990 is exposed outside the container and Kubernetes has
generated a random port 31370 as a NodePort. This NodePort keeps changing whenever you
redeploy the container.

Register New Server X
Enter the details
Server Type JTS W
IP Address 35.154 .27 245
Admin Port 31370
OK Cancel
Figure 3.54

4. Click OK to register the JTS Server.
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3.7.3 Connecting OSA to the JTS Server

Perform the below steps to connect the OSA to the JTS Server:
1. Once the JTS Server is registered, it is displayed in the list in a disconnected state.

& omniDocs Service Administration = O X
Server Help
’g Servers Services
Select Service |<All> ‘ -
Server Location Staf
TS ]35.154.27.245 31370 Disconnected
1 ]
Register Unregister Connect ‘
[14] i [ ]
Status
Registeration successful Ready.
Figure 3.55

2. Select the registered JTS Server and click Connect. Once JTS is connected, the Manage button
gets enabled.

3. Click Manage button, after clicking on the Manage button, an entry of the connected JTS server
along with its IP Address is displayed on the upper-left panel in the repository view.

4. Select the JTS from the repository view. The list of already created and associated cabinets,
appears.
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& omniDocs Service Administration = (m) X
Server JTS Help
? E Servers Server Information
¢ [ ors(35.154.27.245 - |P Address ServerPort Fci
g :ZZ: Encoding :l:l SocketTimeout{mins) Bati
Log
[i] Transaction [ Cognaction o] xmi [i] Ervor [ Socket Error Log Size (MB) [10 | Log Count [10
| e——— | ——
" Cabinet | Transaction Pool
[ Cabinettiame MinDBConnections | MaxDEConnections | CabinefType
10 125 |Both and Ima... |mssql
ecmsuite17july 10 ]10 ]Both Document Database and Ima... |mssql
Cabinet Operations
l Associate H Dissociate l ! CompileSP H Property ” Test I l Delete l l Unlock I [ Enable Trace | [ UpgradeLicense
] I I ol]«] i | 1>
Status
Cabinet List fetched successfully Ready...

Figure 3.56
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3.7.4 Creating a cabinet

Perform the below steps to create a cabinet:
For MSSQL:
1. Click Create. The Create Cabinet dialog appears.

Create Cabinet (35.154.27.245: 31370) X
Cabinet Type
) Document database () Image Server database (@ Both

Database Type

@ MSSQL /Amazon RDS () Oracle () Postgres () Azure

MSSQL Information

Device Size (MB) |5 | Log Size (MB) |5 \

Cabinet information

Cabinet Name

Server Name

User name
Password
Database Path -mdf
CD Key
Security Level {Object Level W
Password Algorithm {PC1 } v
|_| Enable ETS
Status
Cancel
Figure 3.57

2. Select the cabinet type that needs to be created from the Cabinet Type area. The Cabinet can be
a Document database, an Image server database, or both.

3. Select the database option from the Database Type section.
Specify the initial database size in the Device Size textbox and specify the initial log size in the
Log Size textbox. Else, continue with the default values.
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5. Specify the following cabinet information:

e Specify the cabinet name in the Cabinet Name textbox.
e Specify the server name (name of the machine where the MS SQL server is running) in the
Server I.P. textbox.
e Specify the username in the User name textbox.
e Specify the password in the Password textbox.
e Specify the CD key in the CD Key textbox.
e Select the Enable FTS checkbox.
NOTE:

In the case of MSSQL if the Database port is not equal to 1433 (Default port) update the database port in the
DatabaseDriver.xml file located inside the OmniDocs11.0Ejb/ngdbini folder kept inside the Azure FileShare before

creating the cabinet.

6. Click OK to create the cabinet. The Cabinet created successfully dialog appears.

Create Cabinet (35.154.27.245 : 31370)
Cabinet Type

Database Type
® MSSQL / Amazon RDS () Oracle
MSSQL Information

i

Cabinet information

() Document database | ' Image Server database (@ Both

Azure

Device Size (MB) |5 | Log Size (MB)

Cabinet Name ecmsuite
Server Name 10.0.1.43
User name applogin
Password sessscssee
Database Path ecmsuite_mdf
CD Key *8GQI0YDOyAOiokFMtD~q8old6izYz0vEek1M
Security Level Object Level J v
Password Algorithm PC1 “ v
V]| Enable FTS
Status
OK Cancel
Figure 3.58

NewgenONE OmniDocs RMS Configuration and Deployment Guide for Azure

Version: 4.0 SP1

Page 92



3.7.5 Associating a cabinet

Perform the below steps to associate the cabinet:
For MSSQL:
1. Click Stop to enable the Associate button.
2. Click Associate. The Associate a Cabinet dialog appears with the following tabs:
i. Database tab: Select the database type.
ii.  Cabinet properties tab: Specify the cabinet details that you have specified during cabinet
creation.

Associate a Cabinet (35.154.27.245 : 31370) X

Database | Cabinet properties k Connection ‘

Specify the new cabinet name and the server name where the cabinet e
xists. Also specify the User name and password for accessing this cabi
net.

Cabinet Name ecmsuite

Map this cabinet to

[v] Document database [v/] Image Server database

Server Name 10.0.1.43

User name applogin

TRARRR

Password

<<Back | | Next>

Figure 3.59

e ——
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iii.  Connection tab: Specify the maximum and the minimum number of connections that
the JTS should maintain with the database, specify the query time out for the selected
cabinet in the Query timeout text box and specify the refresh interval time for

connection.
Associate a Cabinet (35.154.27.245 : 31370) X
Database | Cabinet properties | Connection |

Specify the number of database connection that can be made available t

o this cabinet. Also specify the query timeout period for this cabinet.
Maximum connection 25 ‘
Minimum connection 10

4

Query timeout 0 second(s)
Refresh Interval Sd J‘ Minutes

<<Back Hext ] Done Cancel

Figure 3.60

3. Click Done to associate the selected cabinet. Once the cabinet is associated successfully, it
appears with the list.

e ——
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£ omniDocs Service Administration = 0O X
Server JTS Help
? g Servers Server Information
¢ A gs (35.154.27.245 - 1P Address ServerPort Adn
Locks —
@ Users Encoding SocketTimeout{mins) Bat|
Log
§ i s [
|¥| Transaction LJ Connection |v|Xml |v| Error [_/ Socket EnweLog Stox (M6}, [10 kag Comt {10
T
Start ‘ l Disconnect ‘ Edit ‘ Create ‘
Cabinet —" Transaction Pool
Cabinethame MinDBConnections MaxDBConnections CabinetType
ecmsuitesql 10 25 Both Document Database and Ima... |mssql
ecmsuite17july 10 10 Both Document Database and Ima... ‘mssql
' 10 2 [Both Document Database and Ima... mssal |
Cabinet Operations
Associate Dissociate (| CompileSP Property ‘ Test ‘ [ Delete ‘ ‘ Unlock Enable Trace ‘ UpgradeLicense |
<] Il [ o]l Il | D
Status
Associate Cabinet successful Ready.

Figure 3.61

3.7.6 Creating a data source

Perform the below steps to create the data source:

For MSSQL:

1. Open the<Host-Path URL of OmniDocs+RMS EJB container> like
http://ecmsuiteconsole.newgendocker.com.in as defined in the AppGateway-
IngressController.yml file. It automatically redirects to the JBoss EAP 7.4 Admin console.

console. After a successful login, the Red Hat JBoss Enterprise Application Platform screen

appears.
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Red Hat JBoss Enterprise Applicatio orm

Homepage Deployments Configuration Runtime Patching Access Control

Red Hat JBoss Enterprise Application Platform HewiaEArT: Tate T

tart ©
server yed applications. The proper JDBC driver must be deployed and

t wizard to deploy the application

tart © Assign User Role: tart©

View runtime information such as server status, VM status, and server log files Assign roles to us

ps to determine access to system resources

more roles to that user or group

atching Need Help?
- V General Resources Get Help
a Patc Start© Read JBoss EAP Documentation

Figure 3.62

3. Go to the Subsystems in the Configuration tab.
4. Go to the Datasources & Drivers. Then, click Datasources.

Red Hat JBoss Enterpr ication Platfor:
Homepage Deplc s Configuration Runtime Patching Access Control
Configuration Subsystem (29) Datasources & Drivers Datasource - ¢ Natacources
Add Datasource
Subsystems @ > Datasources > Add XA Datasource
Batch © ExampleDs
e Non-XA datasources are used for applications which do not use
Core Management (S 5 XA datasource:
Socket Bindings -
[©) tesq
Datasources & Drivers @ > ©
Paths
e ertie

Figure 3.63

5. Click Plus +icon and select Add Datasource. The Add Datasource dialog appears.
6. For MSSQL Database Server, select Microsoft SQLServer and click Next.
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Add Datasource b4
Choose Template Attributes JDBC Driver Connection Test Connection Review
Choose one of the predefined templates to quickly add a datasource or choose "Custom” to specify your own settings
Custom
H2
PostgreSQL
MySQL
Oracle
@® Microsoft SQLServer
BM DE2
Sybase
Figure 3.64
7. Provide a DataSource Name and JNDI Name.
e Name: Enter the OmniDocs cabinet name that is cabinet name.
e JNDI Name: java:/same as OmniDocs cabinet name
8. Click Next.
9. Select JDBC Driver Name.
10. For MSSQL, select sqljdbc42.jar.
11. Clear Drive Module Name and Driver Class Name textboxes.
12. Click Next.
Add Datasource x
Choose Template Attributes JDBC Driver Connection Test Connection Review

©) ©, o

Driver Name * sqljdbcd2 jar
Driver Module Name

N [
Driver Class Name |

Figure 3.65

13. Provide the following Connection Setting details and click Next:
e Connection URL:
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jdbc:sqlserver://MSSQL_Server_IP:MSSQL_Server_Port;databaseName=CABINET_NAME
e UserName: Enter the SQL Server User Name
e Password: Enter the SQL Server Password
e Security Domain: Keep this blank.

Add Datasource X

Choose Template Attributes JDBC Driver Connection Test Connection Review

© ® O o

@ Hel
Connection URL jdbe:sqlserver://10.0.1.43:1522;databaseName=ecmsuite

User Name applogin @

Password | sseseees 4 ®

Security Domain ®

conce || <oc | SR

Figure 3.66

14. Click Next on the Test Connection page.

Add Datasource X

Choose Template Attributes JDBC Driver Connection Test Connection Review

© ® O © o

On this page you can test the connection of your datasource
Please note that testing the connection changes the semantics of this wizard

+ If you press Test Connection for the first time, the datasource is created in advance.

+ If you go back and change settings, this will modify the newly created datasource. Please note that you cannot change the name and JNDI

bindings once the datasource has been created.

« If you cancel the wizard, the datasource will be removed again. This might require a reload of the server

f you choose to continue without testing the connection, the datasource will be created after finishing the wizard

Figure 3.67

15. Click Finish. After the creation of the datasource, a success message appears.
16. Click View Datasource to view the created datasource. The created datasource appears in the
list of Datasource.
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17. Click View against the datasource. A screen appears with the attributes of the datasource
appears.
18. Click Edit link.

Red Hat JBoss Enter) ir n r

«Back / Configuration ystems | Subsystem — Datasourc... Drivers v | Datasources & Drivers — Datasources

ecmsuite

4 |DBC data-source configuration
s DReset @
Datasource Class com.microsoft.sqlserver.jdbc SQLServerDataSource
Driver Class
Driver Name sqljdbed2.jar
INDI Name
Statistics Enabled false

Figure 3.68

19. Clear the Datasource Class textbox and click Save.

Red Hat |Boss Enter,

«Back / Configuration -+ Subsystems / Subsystem -+ Datasourc... Drivers v Datasources & Drivers -+ Datasources

ecmsuite

a

Datasource Class

Driver Class
Driver Name * sqljdbedz. jar
JNDI Name * avai/ecmsuite
Statistics Enabled % OFF

cancel “

Figure 3.69

20. After that restart the OmniDocs+RMS EJB container.

21. Once the OmniDocs+RMS EJB container is restarted, open the JBossEAP Admin console once
again.

22. Go to the Subsystems in the Configuration tab.

23. Go to the Datasources & Drivers. Then, click Datasources.

24. Select the created data source and click Test connection from the dropdown list. On the
successful data connection, a success message appears.
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Red Hat JBoss E:

Homepage

Configuration

on Platform

Runtime

Configuration Subsystem (29) Datasources & Drivers Datasource @~ vt 1
ecmsuite
Subsystems @ Datasources @ 3sQurce
Baren @ ExampleDs
nterfaces DBE Drt (%) The datasource ecmsuite is enabled. Disable
Core Management @ ecmsuite View
Socket Bindings
£ sab Main Artrin rac
Wain Attrioutes
Datasources & Drivers @ > @ ecmsull Te
Paths Remove javas/ecmsulte
Deployment Scanners @ ecmsuitesgl
System Properties lidbedZja

LT ection | Jdbesqlserver:/F10,0.1.43:1522:databaseName=acm
I true
false
g8
nfinispan
JCA
IMX

Figure 3.70

Red Hat |Boss Fnite lon Platformn

Homepage Dey Configuration Runtime Patching Access Control

Configuration Subsystem (29) Datasources & Drivers Datasource aoms I @ Suecessfully tested connection for datasource ecmsuite. X,
Subsystems 3 Datasaurces s -

By @ Examplens
nterfaces - o |DBC Drivers @ The datasource ecmsuite is enabled. Disable

Main Attributes

e e rement @ ecmsuite View
Sacket Bindings >

Datasources & Drivers @ ecmsuitel Tuly

Paths

Deployment Scanners @ ecmsuitesql

System Praperties Driver Name sqljebeazjar

Discovery jdbcsqlserver#/10.0.1.43:1522;databaseName=ecm...

E ue
false

E|B

0

Infinispan

IcA

st

Figure 3.71

25. Add the below connection pool setting and idle-connection-timeout setting inside the created
DataSource in standalone.xml file located inside the OmniDocs11.0Ejb or configuration folder
kept inside the Azure FileShare.

<pool>
<min-pool-size>100</min-pool-size>
<initial-pool-size>100</initial-pool-size>
<max-pool-size>600</max-pool-size>
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<flush-strategy>Gracefully</flush-strategy>
</pool>

<timeout>
<idle-timeout-minutes>5</idle-timeout-minutes>
</timeout>

For example,

<datasource jndi-name="3java:/auroraod23octl" pool-name="auroraod23octl">
<connection-url>jdbe:
postgresqgl: //omnidoc: i -~cluster.cluster-cv4updtekwxu.ap-south-1.rds. .com:5432/ 3octl
</connection-url>
<driver>postgresqgl-42.2.18.jar</driver>
<pool>
<min-pool-size>0</min-pool-size>
<initial-pool-size>0</initial-pool-size>
<max-pool-size>600</max-pool-size>
<flush-strategy>Gracefully</flush-strategy>
</pool>
<security>
<user-name>poghiFes</user—name>
<pas sword>sgwo</pas sword>
</security>
<validation>
<valid-connection-checker class-name="org.jboss.jca.adapters.jdbc.extensions.postgres.PostgreSQLValidConnectionChecker"/>
<background-validation>true</background-validation>
<background-validation-millis>10000</background-validation-millis>

<exception-sorter class-name="org.jboss.jca.adapters.jdbc.extensions.postgres.PostgreSQLExceptionSorter"/>
</validation>
<timeout>
<idle-timeout-minutes>5</idle-timeout-minutes>
</timeout>
</datasource>

Figure 3.72

26. Restart the OmniDocs+RMS EJB container once again.

3.7.7 Registering cabinet in OmniDocs

Perform the below steps to register a cabinet:
1. Register the cabinet for OmniDocs Admin using the following URL:
http://<Host-Path URL of OmniDocsWeb
container>/omnidocs/admin/main/registration/registration.jsp
For example,
http://ecmsuite. newgendocker.com /omnidocs/admin/main/registration/registration.jsp
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Registration

Cabinet List

Select Cabinet v

Site List

Select Site 4

Username
supervisor2

Password

Register as
O Admin - © Web @ Both

Cancel

Figure 3.73

All the created cabinets get auto populated in the Cabinet List dropdown list.

Select the required cabinet, select the associated site, and specify the Username and Password.
Select the Register as Both and click Register. After successful registration, a confirmation
message appears.

3.7.8 Registering cabinet in RMS

Perform the below steps to register a cabinet for RMS:

1. Configure the cabinet for RMS using the following URL:
http://<Host-Path URL of OmniDocsWeb container>/rms/config
For example, http.//ecmsuite.newgendocker.com/rms/config

2/ hewgen OmniDocs RMS

Configuration

i)
«

This site is best viewed in Firefox 105 and above, Chrome 107 and above, Edge 107 and abowve or Safari 16.1 and above and Screen resolution 1366 * 768
copyright © 2023 Newgen Software Technologies Limited. All rights reserved.

Figure 3.74
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All the created cabinets get auto populated in the Cabinet List dropdown list.
2. Select the required cabinet, specify the Username and Password and click Configure.

2 newgen OmniDocs RMS

Configuration

E | rmsazure04jan -

o "
M| supervisor

Configure

Figure 3.75

After successful configuration, a confirmation message appears.

3.7.9 Creating site and volume

Perform the below steps to create site and volume:

1. Login to the OmniDocs Admin using the following URL:
http://<Host-Path URL of OmniDocsWeb container>/omnidocs/admin
For example,

http://ecmsuite.newgendocker.com/omnidocs/admin

Highly Scalable Architecture OwniDocs

NEWGEN

Figure 3.76
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2. After a successful login, click Sites link under Administration.

% NEWGEN  OmniDocs ADMIN DESKTOP @ 0
E Administration n Configure n Personalize

+ Cabinet Details * DataClasses * OmniProcess + Search * Color and Accessibility The...  * Landing Page Configuration

« Applications « Global Indexes * Web API » Dashboard « Repository View « Tool Bar

* Folders « Keywords « Custom Operations « Multilingual Definition

« Groups * Volumes

= Roles = Manage Audit Logs

n Management

* Report Management * Service Management

* License Management « Trash Management

Figure 3.77

3. Click +Add. The Add Site dialog appears.

SMS Site Site*
Hadoop Site | |
Amazon S3 Site Site Address*
HCP Site | |
MS Azure Site Port No*

Figure 3.78

4. Click Amazon S3 Site.

5. Specify the user-defined site name, Access Key, and Secret Key that have rights to the S3
bucket.

6. Click Save.
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SMS Site Site*

Hadoop Site auroraod23octisite

Amazon S3 Site (D Role Based

HCP Site Region*

MS Azure Site ‘ |
Access Key*
| AKIAJENJGPC2TBE3WSEA |

Secret Key*

Figure 3.79

The added Site appears under Sites in the left pane.

% NEWGEN OmniDocs  ADMIN DESKTOP o0
10f Home » Administration- Sites

Sites +Add  auroraod23octisite

auroraod23oct1site

Site*

auroraod23octisite

Role Based* (O
Region*

Access Key*
AKIAJENJGPC2TBE3WSEA

Secret Key*

Figure 3.80

7. Go back to the Home page.
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OmniDocs

€3 NEWGEN

ﬂ Administration

* Cabinet Details * DataClasses

* Applications * Global Indexes

* Folders * Keywords
* Users * Sites
* Roles + Manage Audit Logs

Management

ADMIN DESKTOP

n Configure

* OmniProcess * Search

* Web API * Dashboard

n Personalize

* Color and Accessibility The...
* Repository View

= Custom Operations

* Landing Page Configuration
* Tool Bar

* Multilingual Definition

* Report Management

+ License Management

* Service Management

« Trash Management

Figure 3.81

8. Select Volumes. The Volumes screen appears.

€3 NEWGEN

Volumes

OmniDocs ADMIN DESKTOP

| Home » Administration- Volumes

+Add } Name your new volume here*

Home Site

Default Path*

Volume Block Size (MB)

Encryption

Encryption Class Name

Replication Type

50

@® No Encryption Default 256-bit

Immediate

) Custom Encryption

9. Specify the following details:

Figure 3.82

e Home Site: Select the newly created Site name.

e Default Path: Select the S3 bucket in which you want to store PN files.

¢ Volume Name: Specify the user-defined volume name.

10. Click Add.
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%NEWGEN OmniDocs  ADMIN DESKTOP ® n

Home » Administration- Volumes

Volumes +Add i auroraod23oct1vol Run Compaction Replicate

Home Site auroraod23oct1site v
Default Path* SMS:od10devnew v
Volume Block Size (MB) |50 v
Encryption @® No Encryption O Default 256-bit O Custom Encryption

Encryption Class Name

Replication Type Immediate v

Figure 3.83

The added volume appears under Image Volumes in the left panel.

@ NEWGEN OmniDocs ADMIN DESKTOP
M Home > Administration- Volumes
Volumes +Add @ auroraod23octivol
auroraod23oct1vol
Figure 3.84

11. Go back to the Home screen.
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€ NEWGEN

ﬂ Administration

Cabinet Details

* Applications
* Folders

* Users

* Groups

* Roles

Management

* Report Management

« License Management

* DataClasses

OmniDocs ADMIN DESKTOP

n Configure

* OmniProcess

* Global Indexes * Web AP
* Keywords

* Sites

* Volumes

* Manage Audit Logs

* Service Management

« Trash Management

* Search

* Dashboard

H Personalize

* Color and Accessibility The...  * Landing Page Configuration
* Repository View * Tool Bar

= Custom Operations * Multilingual Definition

12. Click Cabinet Details.

Figure 3.85

13. Select the added volume from the Default Image Volume using the dropdown

14. Click Save. The Site and Volume are now created successfully.

€3 NEWGEN

Cabinet Details

Cabinet Name

auroraod23oct1

[J Inherit Ownership

[J Enable Maker Checker Functionality
Key Management Service

[J Enable Two Factor Authentication

OmniDocs ADMIN DESKTOP

Home » Administration- Cabinet Details

Cabinet Type

postgres

[J Remove the Rights of Supervisor

[ Enable Data Security Functionality

Default Imaging Volume
‘auroraod23oct1vol -

Two Factor Authentication Class Name

Created Date and Time

08/11/2020 04:46

[ Separate User/ Group Privileges

[[J Enable User Access Report

[ Auto Versioning

[] Enable Multilingual

15. Log in to the OmniDocs Web using the below URL to start.

Figure 3.86

http://<Host-Path URL of OmniDocsWeb container>/omnidocs/web
For example: http://ecmsuite.newgendocker.com/omnidocs/web
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3.8 EasySearch post-deployment changes

Perform the below steps to do EasySearch post-deployment changes:
1. Login to the ApacheManifold Admin using the following URL:
<Host-Path URL of ApacheManifold>/mcf-crawler-ui/login.jsp
For example,
http://ecmsuiteapache.newgendocker.com/mcf-crawler-ui/login.jsp

‘ﬂ‘ Apache
ManifoldCF ™

Figure 3.87

2. Log in with the following credentials:
e User ID: admin
e Password: admin
3. After a successful login, click Jobs tree showing in the left panel.
Click Status and Job Management. The below job list appears:
e <CABINET_NAME>_Document
e <CABINET_NAME>_Folder
5. Start both the jobs.
6. Once both the jobs started, the Job’s status appears as Running.

e ——
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uﬂ::lhi;nldﬂ“ = Document Ingestion

Status of Jobs

= OQulputs
a Action Name Status Start Time End Time D Active
Authorities
ecmsuite_Document Running 7729720 5:07:54 PM 1 1 1
& Repositories
[ 10 Pause | Abort | ecmsuite_Folder Running  7/30/20 11:34:17 AM 1 1 1

0 Jobs

I Status and Job Management

B3 Stalus Reports

D History Reports

i Miscellaneous

Copyright® 2010-2018  The Apache® Software Foundation Version 2 12

Figure 3.88

3.9 OmniScanWeb: registration of cabinet

Perform the below steps to register the cabinet in OmniScanWeb:

1. Openthe OmniScanWeb using the following URL:
http://<Host-Path URL of OmniScanWeb container>/omniscanweb
For example,
https://omniscan.newgendocker.com/omniscanweb

2. Click Register New Cabinet link on the OmniScan Web login screen.

2* newgen omniscan

« Data entry support for user defined indexes.

+ Image assisted data entry.

« Auto blank page removal.

This site is best viewed in Microsoft Edge 100, Chrome 100, Chromium 101, Firefox 99 and Screen resolution 1366 * 763

copyright @ 2022 Newgen Software Technologies Limited. All rights reserved

Figure 3.89
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3. Specify the Server URL as given below:
http://<Host-Path URL of OmniDocsWeb container>/NGServlet/servlet/ExternalServiet
For example,
https://omnidocs.newgendocker.com/NGServlet/serviet/ExternalServiet
4. Specify the OmniDocs EJB container name for AppServer IP or Server URL, 8080 for AppServer
Port, and JBOSSEAP for AppServer Type.

€ Login Register Cabinet

o Connect @ Register

Server URL
https:/fomnidocs11alpine.newgendocker.com/NG5Serviet/serviet/Externals:
AppServer IP
od110ejb
AppServer Port
2080
AppServer Type

|BOSSEAP v

2% newgen Omniscan

© Powered by Newgen Softwares

Figure 3.90

5. Click Connect.
6. Select the Cabinet Name, Site ID, and Volume ID from the list.
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€ Login Register Cabinet

@ Connect e Register

Cabinet Name

odpostgres19nov A4
Site ID

odpostgres19novsite hd
Volume 1D

odpostgres19novval hd

2% newgen omniscan

© Powered by Newgen Softwares

Figure 3.91

7. Click Register.

//“} newgen OmniScan

& supervisor

« Automated bulk scanning. g
=] odpostgres19nov v

Register New Cabinet

* Creation of document types for segregation.

» Definition of data classes with fields.

@ Cabinet odpostgres19nov has been X ® Powered by Newgen Softwares
: ks +768
St e o Chome 100, Chromium 101, Firefox 99 and Screen resolution 1366 * 763

s ., n‘oftware Technologies Limited. All rights reserved

Figure 3.92
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The registered cabinet appears in the Cabinet Name list on the login screen. Now you can log
into OmniScan Web.

NOTE:
Ensure that the OmniScan_Template_Repository folder is already created in OmniDocs before logging into OmniScan
Web.

4 Configuring Azure DevOps release pipeline

This chapter describes the configuration of Azure DevOps Release Pipeline. Refer the below

sections for procedural details.

4.1 Overview

The Build Pipeline and Release Pipeline are separated into two parts. Build Pipeline is done through
the Jenkins server which can be installed on an on-premises machine or a cloud machine. Using the
Azure DevOps Release Pipeline cloud service, you can manage the Release pipeline. In this
architecture, three stages are created that is, Dev, UAT, and Production and in each stage,
deployment is quite different. You can have some more stages depending on the requirements. This
guide describes the configuration of the Azure DevOps Release Pipeline for container deployment
on Azure Kubernetes Service (AKS).

4.2 CICD pipeline architecture

Commit code to the
Source code Repository
Dev |
'» Azure DevOps triggers the
replacement of containers with
Azure Devops latest Image in pipeline.

____________________ ~ Jﬂ]%p l

N gl
s
Pull the Code

Azure,

ACR Kubernetes Cluster

(334 Auto trigger of container replacement

Approval based replacement of container.
UAT ;
Auto Trigger.
Approval based replacement of container.
: Prod | FEEREs
7/ lanual Trigger.

Continuous Integration Continuous Deployment

Prepare the Build

Create the
latest Docker
Image

Figure 4.1
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1. The Newgen representative builds the product’s base Docker images on the company’s on-
premises servers using Jenkins.

2. Assoon as the Dev team commits the code to the source code repository, the Jenkins pipeline
gets triggered. It pulls the code then compiles them and prepares the build artifacts as well as
creates Docker images and pushes the newly created Docker images to the Azure Container
Registry.

3. Assoon as any Docker image is pushed to the Azure Container Registry, Azure DevOps Release
Pipeline triggers the deployment to the Dev environment. Here, you can configure the
performance testing as well as security testing of the application. In Addition, you can perform
manual testing as required.

4. UAT and Production deployments are based on approval and are available on-demand. To
deploy to the UAT environment, you need to trigger the UAT deployment. Upon deployment
trigger, an approval mail is sent to the project manager or the concerned team. As soon as the
project manager approves the go-ahead, UAT deployment gets started automatically.

5. Production deployment is also based on approval, but it is multi-level approval. To deploy a
production environment, you require the approval of all stakeholders, and the production
environment doesn’t get triggered automatically on receiving all the approvals. A manual
intervention mail is sent to the engineer who is supposed to deploy to production with a
checklist. During deployment, all the checklist points get verified before performing the
production deployment. In case any point of the checklist is not covered, then deployment to
the production gets rejected.
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4.3 Configuring Azure DevOps

Perform the below steps to configure Azure DevOps:
1. Signin to the Azure DevOps portal at https://azure.microsoft.com/en-in/services/devops/

2. After a successful sign in, click New Project to create a new project.

-

O Azure DevOps

Create new project X
vivekkumar0906 vivekkumar0906

Project name *
New organization Projects My work items My pull requests BPMSuite_Containers

Description

vivek_kumar Release Pipeline for BPMSuite Containers
Visibility
E a8 @

Public Private

/' Advanced

Cance) m

32 Organization settings

Figure 4.2

3. Specify the Project name, and Description.
Select the Visibility as Private and create the Azure DevOps Release Pipeline for different
Docker Images.

4.3.1 Configuring release pipeline

This section explains how to create Release Pipeline.

NOTE:

Refer the following steps to configure the Release Pipeline for the Docker Images.
e OmniDocs11.0Web

e OmniDocs11.0Web_Services

e OmniDocs11.0EJB

e OmniDocs11.0Services

e EasySearchll.0

e TEM11.0

e OmniScanWeb6.0

e  RMS SharePoint Adapter
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Perform the below steps to create Release Pipeline:

1. After project creation, the project summary screen appears. Hover over the Repos and select

Files.

I
I

Summary

C
f
o

vivekkumar

G Azure DevOps

. BPMSuite_Containers +

n Overview

T Summary

ﬂ BPMSuite_Containers

E Dashboards

B wiki
% Boards

Repos
Q Pipelines
¢ Commits
A Test Plans 2, Pushes
Branches Y
! Artifacts ¥ N\ \
Q Tags

31 Pull requests

Welcome to the project!

What service would you like to start with?

S
8 Private e

o)
4
B

11}

Project stats

2

No stats are available at this moment

Setup a service to see project activity.

82 Drniart cattinac « Boards Repos Pipelines Test Plans
https://dev.azure.com/vivekkumar0906/_git/BPMSuite_Containers v
Figure 4.3
. ege e
2. Click Initialize.
B semsuite Containers . . .
BPMSuite_Containers is empty. Add some code!
B ovenview
Clone to your computer
B soerds
SSH hitpsi//vivekkumar0906@dev.azure.com/vivekkumar0906/BPMSuite, D or &2 Clonein VS Code | v

Repos

B Files

Generate Git Credentials

sion Git for Windows

¢ Commits
£, Pushes
Push an existing repository from command line
8 sranches g repository

Tags

11 pull requests
W ioeines
A Testrians
B atitacts

| D
vivekkumar0906/3PMSuite_Containers/_git/ J

/vivekkumar0906 @dev.azure.com

Import a repository

import

Initialize ¥main branch with a README or gitignore

Add a README

Add a .gitignore: None Vv

P
Waiting for web.vortex.data.microsoft.com...

for Intelli), Eclipse, Android Studio

Figure 4.4
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3. Click More actions . and then select the Upload file(s).

J Azure DevOps vivekkumar0906 / BPMSuite Containers / Repos / Files © BPMSuite_Containers P search = i @ & r

B sewsuite containers - © BPMSuite_Containers - Tmain v £/ Typetofinda file or folder..
e 5 o e @ o

@ Fork Contents  History 7
- Boards e

<+ New >
. Name T Last change Commits

ML README.md Just now d2de2167 Added READMEMG Vivek Kumar
4 Download as Zip
Hice files tree Introduction

TODO: Give a short introduction of your project. Let this section explain the objectives or the motivation behind this project.

Getting Started

TODO: Guide users through getting your code up and running on their own system. In this section you can talk about:

1. Installation process

2. Software dependencies
Pipelines

* el 3. Latest releases

4. AP| references
A Testpiens

Build and Test

B Aritects
- TODO: Describe and show how tc build your code and run the tests.
Contribute
TODO: Explain how other users and developers can contribute to make your code better.
If you want to learn more about creating good readme files then refer the following guidelines . You can also seek inspiration from the below readme files:

* ASP.NET Core @
e 7 =y * Visual Studio Code 2
Waiting for dev.azure.com... P

Figure 4.5

4. Browse or drag and drop all the YAML files that have shared and then select Commit.

Commit

Drag and drop files here or click browse

remove all

13K8  remove

OmniDocs11.0Services.ym!
3K2  remove

Comment

Added 9 files to /

Branch name

[

Work items to link

I Search work items by ID or titie

|

Figure 4.6

I
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5. Hover over to the Pipelines in the left panel and select Releases.

& sercowon S 2 o~ @
B eemsuite Containers  + @ BPMSuite_Containers : ¥ main v &
B ovenvew [ AppGateway-IngressControle... Files 4 setupbuild SR
ile_PV_PVCym Contents  History 7
B s0eras
[ i8Ps5.0Portalym!
epas D iBpss.0servicelnstanceElBymil Committed ¢ 80 Create a pull request X
B fies [ iBPS5.08envicelnstanceWeb.ym
Name T Last change Commit:
9 Commis [ i8PS5.0UserinstanceEiB.ym
&, Pushes [ iBPS5.0UserinstanceWebym [ AppGateway-ingressControlierym Just now 888F4f52 Added ¢ files to / Vivek
N / PVC.y " w £, d t0/ ek
#° Branches [ iBPSNodeServeryml D file_PV_PVCym Just now 8e8£4f52 Added 9 files to / Vivel
Tags D) OmniDocs11.0senvicesyml [ iBPs5.0portalym Just now 808F4F52 Added 9 files to / Vivek Kumar
3% pull requests Ml README.md [ 18PS5.08ervicelnstanceE)Bym Just now 8eafafs2 Added 9 files to / Vivek Kumar
— ) [ iBPS5.0ServicelnstanceWeb.ym Just now 888F4f52 Added § files to / Vivek Kuma
f Pipelines Pipelines
ds Pipelines [ 1BPS5.0UserinstanceElB.ymi Just now 808£4£52 Added 9 files to / Vivek
A estrians
[ iBPS5.0UserinstanceWeb.yml Just now 808Faf52 Added 9 files to / Vivek Kuma
Artifacts
! [ iBPSNodeServerym Just now 8@8F4f52 Added 9 files to / Vivek Kumar
0 Liorary =Y :
[ OmniDocs11.0Servicesym Just now 8088452 Added 9 files to / Vive!
= Task groups
s ML README.md 5m ago d2de21e? Added READMEmd ek Kumai
* Deployment groups
Introduction
e i TODO: Give a short introduction of your project. Let this section explain the objectives or the motivation behind this project.
https://dev.azure.c: r0906/BPMSuite_C (release

Figure 4.7

6. Click New Pipeline button. Select a template dialog appears.
7. Select the Deploy to a Kubernetes cluster template.

) Azure DevOps X
B sewsuite containers All ¢ - T New release pipeline
Select a template L Search
Pipeline Var n  Option H Or start with an gy Empty job

o5 Artifacts | - Add Stages | -+ Add Deploy a Node.js app to Azure App Service

— oy a No on to an Azure Web App
= . Azure Database for MySQL

&3 Pipelines Z Stage 1 " eb A a

o)

Deploy a Python app to Azure App Service
and Azure database for MySQL

o
@ Deploy a PHP app to Azure App Service and

|]M
5
n
@
3

1IS website and SQL database deployment

Others

Figure 4.8
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8. Click Apply. The Stage panel appears.
9. Specify the Stage name and click close icon to close the dialog.

O Azure DevOps sivekkum 8l Pit = il Q @
B sewsuite containers  + All pipelines > ¥ New release pipeline © save

ipeli S el H
ﬂ Overvio Pipeline  Tasks Variables  Retention  Options istory

% Boards

Stage ] Delete ¢ Move ™
R Artifacts | -+ Add Stages | + Add Dev
N & Properties A

o piveiines Name and owners of the stage

————————————
i Pipelines 2 | Dev Stage name

R | 1job, 1task 1 Dev
£  Environments =

L ———— tage owner
57 Releases ‘Vivek Kumar X
M\ Library ®
= Task groups
" Deployment groups

Test Plans

& 0 P

Project settings K

Figure 4.9

10. Enter the unique name for your pipeline and click Save.

Cj Azure DevOps ivekkuma

- BPMSuite_Containers t All pip '%i iBPS5-Servicelnstance-Web

. Pipeline  Tasks Variables  Retention ~ Options  History
ﬂ Overview P ! = ; i y

% Boards

Repos Artifacts | - Add Stages |  Add

Q Pipelines
»

£ s

&y Pipelines A o s
i 1 job, 1 task

8 Environments R jol sl

L4

Releases

®

WY Library

Task groups
" Deployment groups

A Test Plans
B Arifacts

& Project settings «

Figure 4.10

R ————————
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11. Specify Comment and click OK on the Save dialog.

Comment

Rename the pipeline name

Figure 4.11

12. Click Add an artifact. The Add an artifact dialog appears.
13. Click Azure Container Registry under the Source type.
14. Select the Service connection which authenticates the Azure Container Registry.
15. In case Service connection is not created, follow the below steps to create Service connection:
Configuration of Service connection for Azure Container Registry:
e Click Manage link. The Create service connection page appears in a new tab.
e Click Create service connection. The New service connection dialog appears.
e Select Azure Resource Manager as the connection type and click Next.
e Select Service principle (automatic) as the Authentication method.
e Specify the following parameters:
Subscription as Scope level.
Select an existing Azure subscription.
Select the Resource Group in which Azure Container Registry is created.
(Optional) Specify the Service connection name and Description.

o O O O O

Select the checkbox Grant access permission to all pipelines.
e Click Save. Once the service connection is created, it appears in the list.
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16. If the Service connection is already created, then select the created service connection.
17. Select Resource Group from the list in which Azure Container Registry is created.

New Azure service connection

-39¢a-24d7b6abes14)

Details

Service connection name

ACR_Connection1

11 for container registry

Securit:

Grant access permission to zll pipelines

o -

Figure 4.12

18. Select the created Azure Container Registry.
19. Select a Docker image for example, ibps5serviceinstanceweb as a Repository.
20. Select Latest as the Default version. Leave the Source alias with its default value and click Add.

) Azure DevOps %
e
B semsuite Containers T iBPS5-Servicelnstance-Web
o Pipeline  Tasks Retention Options  Histo [
Bl Overview -y
Show less ~
: Artifacts | Stages | -+ Add Service connection* | Manage 2
ACR_Connection1
® Pipelines
4 Pipel + Resource Group* @
ki Pipelines o] % | Dev
Add an artifact a AzureKubernates
Azure Container Registry * 0]
newgencontainerregistry
r
Repository* (D
IbpsSsenviceinstancewsh
Default version* @
- ns Latest
I—] Artifact sourcealiss® @
| _ibpsSserviceinstanceweb
% Project settings &« “
Figure 4.13
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21. Once the artifact is added, it appears in the Artifacts. Click Continuous deployment trigger icon.

The Continuous deployment trigger dialog appears.

G Azure DevOps

pipelines

Containers Pipelines Releases

22. Enable the Trigger and specify the Tag filter.

For example,

Alatest$ - trigger the release only if the tag is "latest"

v1\.[0-9] - trigger the release for tags like "v1.23", "beta-v1.3-test"

) Azure DevOps

M Library

= Task groups
Deployment groups
A Test Plans

A Artifacts

& Project settings

Pipeline  Tasks

T iBPS5-Servicelnstance-Web

Artifacts | Add Stages | Add

EEZN

3 Save

Continuous deployment trigger

Azure Container Repostory:_DpsSsenviceinsiancewed

@D crabies
cre

tes 2 release every Sme a0 mage 5 ou

Figure 4.15

. BPMSuite_Containers t A T iBPS5-Servicelnstance-Web & Createrelease = View releases  «++
ﬂ Gireize Pipeline  Tasks Variables Retention  Options  History
E Boards
Repos Artifacts | | Add Stages | | Add
Continuous deployment trigger
f Pipelines
&y Pipelines
_ibpsSserviceinsta % Dev
BB Ervirorments nceweb R | 1job, 1task
& Releases
M Library €]
Task groups
" Deployment groups
A Test Plans
E‘ Artifacts
€% Project settings K
Figure 4.14
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23. Click Close icon to close the Continuous deployment trigger dialog.
24. Click Save.

25. Click Add an artifact. The Add an artifact dialog appears.
26. Click Azure Repos under the Source type.

27. Select the project, Source (repository) and default branch main. Also, keep the other settings as
default.

B spMsuite Containers

L

Artifacts | A Stages |

8PMSuite_Containers e

Default branch *

main

Default version *

Latest from the

Figure 4.16

28. Click Add then click Save.

29. Configure three stages: Dev, UAT, and Production, and on each stage deployment process is
different. You can have some more stages depending on the requirements.

L
NewgenONE OmniDocs RMS Configuration and Deployment Guide for Azure Version: 4.0 SP1 Page 123



4.3.2 Configuring Dev stage

Perform the below steps to configure the Dev Stage:
1. Click View stage tasks.

G Azure DevOps

ivekkuma

B sPmsuite Containers | Al pipel

T iBPS5-Servicelnstance-Web

LA 7 e Rat istory
ﬂ Overvow Pipeline  Tasks Variables  Retention  Options  History
Q Boards
Repos Artifacts | | Add Stages | | Add
q Pipelines
% %
Pipelines el
_ibpsSserviceinsta
nceweb

51
B Environments
&

Releases

W Library

@

Task groups

" Deployment groups

A Test Plans
& Artifacts

€% Project settings

4
©

_BPMSuite_Contai
ners

«

& Create release

= View releases

Figure 4.17

2. Click Agent Job and then select ubuntu as the Agent Specification.

l:] Azure DevOps

vekkum

B} srwmsuite Containers } All pipelines > ¥ iBPS5-Servicelnstance-Web B save = View releases
g i Pipeline  Tasks v Variables  Retention  Options  History
D i » .

B soares EV Agent job @ [i] Remove
Repos

Display name *
o ripelines Agent job
i Pipelines Agent selection ~
& Eenvironments Agentpool (© | Pool information | Manage 2
€ Releases Azure Pipelines O
W% Library Agent Specification *
Task groups ubuntu-20.04
" Deployment groups Demands @
A Test Plans e Cond!
B Adifacts

{- Add

Execution plan ~

& Project settings & parallelism @ "
Figure 4.18
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3. Click Add a task to Agent Job + icon and search for the Replace Tokens and add them.

NOTE:
Ensure Replace Tokens task must be the 1 task under the Agent Job.

G Azure DevOps ivekkumar0906 BPMSuite_Containers Pipelines Releases

B seMsuite Containers All pipelines > % iBPS5-Servicelnstance-Web e T
v Variabl entior t History
ﬂ OUow Pipeline  Tasks riables  Retention  Options istory
% Boards DE\ S Replace Tokens @ B ViewvAML [l Remove
Repos hgentidh Task version | 4 v
f Pipelines - Display ne *
'(‘-J Replace tokens in **/*.config Qi Display name
da  Pipelines S \Reptece folen Replace tokens in **/*.config
& Environments ‘kJubect\ Root directory @
5 Releases
0 Target files =
W\ Library
**/*.config
= Task groups

" Depl t
T eployment groups Files encoding *

& Testpians auto v
B Aifacts Tokenpattem* @
H. v

Write unicode BOM ©
£ Project settings L

Escape values type D e

Figure 4.19

Click Browse Root Directory icon under the Replace Token settings.
Select appropriate YAML file (for example, iBPS5.0ServicelnstanceWeb.yml).
Copy the content of the Root directory and paste it to the Target files textbox.

Nowv s

Leave the other settings as default and click Save.

e ——
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G Azure DevOps

B sPmsuite Containers } All pipelines > ¥ iBPS5-Servicelnstance-Web B save = Viewreleases -+
ﬂ i Pipeline  Tasks Variables  Retention  Options  History
Dev
3 Boards Deployment process Task version 4. 7
Repos 3
/ig;nt )?b: Display name *
Q Pipelines = Replace tokens in $(System.DefaultWorkingDirectory)/_BPMSuite_Containers/iBPS5.0Servicelnstan...
# 'i Replace tokens in $(System.DefaultWorkingDir... Qi
y : vore  Replace Tokens S Root directory @
& Pipelines *
- k tl $(System.DefaultWorkingDirectory)/_BPMSuite_Containers/iBPS5.0ServiceinstanceWeb.yml
B Environments i ubef_ 5y v g ory)/_| X S eWeb.y
Target files
% Releases

$(System.DefaultWorkingDirectory)/_BPMSuite_Containers/iBPS5.0ServicelnstanceWeb, ;m*\\

M Library

= Task groups Files encoding *

" Deployment groups auto &

A Test Plans Token pattern *

FJ Artifacts il i
Write unicode BoM ©
Escape values type @

33 Project settings K auto X

Figure 4.20

8. Click Kubectl task under the Agent Job.

9. Select Task version 1 and specify the Display name.

10. Select Kubernetes Service Connection as the Service connection type.

11. Select Kubernetes service connection which authenticates kubectl to interact with the
Kubernetes cluster.

12. If Kubernetes service connection is not created, then follow the below step to create
Kubernetes service connection.

13. Configuration of Kubernetes service connection.
e Click Manage link. The Service connections page appears in a new tab.
e Click New service connection or Create service connection. The New service connection

dialog appears.

e Select Kubernetes and click Next. The New Kubernetes service connection dialog appears.
e Select KubeConfig as an Authentication method.
e Copy the content of KubeConfig file.

NOTE:
You can get the KubeConfig file by executing below command:
az aks get-credentials —--resource-group <ResourceGroupName> --name

<AzureEKSClusterName>

For example,

az aks get-credentials --resource-group AzureKubernetes --name BPMSuite-
AKSCluster

e ——
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e Select an existing Azure Kubernetes cluster for example, BPMSuite_AKSCluster
e Specify the Service connection name and Description.

e Select the checkbox Grant access permission to all pipelines and click Verify and Save. Once
the Service connection is created, it appears in the list.

New Kubernetes service connection

certificate-authority-data: v

Cluster context (optional)

o

PMSuite_EKSCluster

L) Accept untrusted certificates

Verify

Details

Service connection name

Kubemetes_Connecton1

Description {optional)

Kubemetes_Connecton

Security

Grant access permission 1o a

o
o
o
I
3
e
R

Figure 4.21

14. If Kubernetes service connection is already created, then select the created connection.
15. Select the Namespace, that is, dev.
16. Select Apply command using the Command dropdown.
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) Azure DevOps ivekkuma BPMSuite_Containers Pipelines Rel = @
B BeMsuite_Containers b All pipelines > ¥ iBPS5-Servicelnstance-Web B save = View releases
n S Pipeline  Tasks v Variables  Retention  Options  History . _ _
Dev 1
% Boards Deployment Task version 17 v
s Agent job
= Run on sgent Display name *
f Pipelines ) kubect! AzureFile_PV_PVC
wlj Replace tokens in $(System.DefaultWorkingDir...
. vare  Replace Tokens
i Pipelines Kubernetes Cluster ~
£ Emvironments 5 l\(ffcu Aaurefile_PV_PVC 2 Service connection type = (D)
5 Releases Kubernetes Service Connection ™
o EEEy Kubernetes service connection ™ (1) | Manage L2
=
T3S etes_connection? v O New
" Deployment groups
Namespace (7)
A Test Plans dev
,I Artifacts Commands ~
Command (@)
ool v
8 Project settings « Ry
=
Figure 4.22
. .
17. Select the checkbox Use configuration.
. .
18. Select the radio button File path.
19. Browse the AzureFile_PV_PVC.yml file path from the Azure Repos.
) Azure DevOps ekku BP o elines = °
B semsuite Containers -+ All pipelines > iBPS5-Servicelnstance-Web B save = View releases
n Overview Pipeline  Tasks v Variables  Retention  Options  History
Dev Command (D -
B soarcs I ——
apply =
$%0 Repos :
Agentjob Use configuration @
q Pipelines Configuration type  (0)
# 'i Replace tokens in $(System.DefaultWorkingDir... _
i Pipelines SEE Cepace AN ©ile nline d
B Envionments kubsctl AzureFile_PV_PVC ) Flepath* @
& Releases $(System.DefaultworkingDirectory)/_BPMSuite_Containers/AzureFile_PV_PVC.yml
W\ Library Arguments (D
= Task groups
Deployment groups 4
A Test Plans Secrets A
Type of secret * ®
E‘ Artifacts
dockerRegistry ™
Container registry type* (@
3 Project settings « Azure Container Registry v =

20. Expand the Advanced tree structure.

Figure 4.23

21. Select the Check for latest version checkbox.
22. Right click added kubectl task and select Clone task(s).
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) Azure DevOps vekkuma

B sPwisite Containers t All pipelines > ¥ iBPS5-Servicelnstance-Web & Cresterelease ‘= View releases
. v I entior tory
& oveniew Pipeline  Tasks Variables  Retention ~ Options  History
Dev Secrets A
a Boards Deployment process
Type of secret * ®
L Agent job
S Runonagent dockerRegistry 2
f Pipelines
#(} Replace tokens in $(System.DefaultWorkingDir... Container registry type*
i Pipelines e =
Azure Container Registry v
L Eniironmerts f(l.lrt;yre'cﬂAzureFlle_PV_PVC
Azure subscription (D Manage (2
% Releases
ACR_Connection1 vi O
W Library S Disable selected task(s)

= Task groups Remove selected task(s) Azure container registry (D)

newgencontainerregistry v 18

T"  Deployment groups
A Test Plans T Create task group Secretname (@

B Arifacts

azurepullsecret
Force update secret O
ConfigMaps v

£ Project settings ¢ Advanced ~

Figure 4.24

23. Change the Display name of newly cloned task.
24. Browse the yml file (for example, iBPS5.0ServicelnstanceWeb.yml) path from the Azure Repos.

G Azure DevOps

B sevsuite Containers * iBPS5-Servicelnstance-Web 5 save = View releases
ﬂ Overrew Pipeline  Tasks Variables  Retention  Options  History
Kubernetes Service Connection % -

Dev

% Boards Depioyment proce:
Kubernetes service connection* () | Manage L2

Repos Agent job , kubernetes_connection1 v O A New
v Pipelines Namespace (O

l(j Replace tokens in $(System.DefaultWorkingDir...
@y Pipelines il dev
- | Fi
A Environments kffd AzureFIe RY-FVC Commands A~
& Releases | kubect! iBPS5.0ServicelnstanceWeb o Command (@
W Library apply v
Task groups Use configuration ©

Deployment groups Configuration type  (

A Test Plans
B Adifacts

@
=

File path * ®

$(System.DefaultWorkingDirectory)/_BPMSuite_Containers/iBPS5.0ServicelnstanceWeb.yml

Arguments (D)

&

% Project settings ¢

Figure 4.25

25. Expand the Secrets tree structure.
26. Select dockerRegistry as a Type of secret.
27. Select Azure Container Registry (ACR) as a Container registry type.
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28. Select the created Azure service connection for ACR.
29. Select the created Azure container registry.

30. Specify the secret name such as azurepullsecret.

31. Select the Force update secret checkbox.

l:J Azure DevOps amitgaur0360 amitgaur Pipelines Releases
amitgaur + Al pipelines > ¥ iBPS5-Servicelnstance-Web
Pipeline ~ / R on s tary
ﬂ Overview ipeline  Tasks Variakles Retentior Options  History
Dev
Q Boards Deployment process
Repos Agent job
f Pipelines . } .
#(3 Replace tokens in §(System.DefaultWorkingDir...
var Replace Tokens
& Pipelines
kubectl AzureFile_PV_PVC.yml
& Environments Kubect /
& Releases *_ kubectl iBPS5-Servicelnstance-Web
Kubect
WY Library
Task groups
" Deploymant groups

Test Plans

P

52 Project seftings &«

ke
3
i

Save

Type of secret * @
dockerRegistry

Container registry type * ®
Azure Container Registry

Azure subscription (i) | Manage L=

DevopsGen e ERae o o e

Azure container registry  (3)
k&snonprdcidevacr
Secretname ()

azurepullsecret
Force update secret (0

ConfigMaps ~

[

v O
v O

Figure 4.26

32. Right click cloned kubectl task and Select Clone task(s).
33. You can change the Display name of newly cloned task.

34. Browse the AppGateway-IngressController.yml file path from the Azure Repos.
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) Azure DevOps

B} srwsuite Containers All pipelines > ¥ iBPS5-Servicelnstance-Web B save = vView releases -+
n i Pipeline  Tasks - Variables  Retention  Options  History
kubernetes_connection1 VT  New =
Dev
B coares :
Namespace (D)
j -
Repe Agent job 4 dev
f Pipelines Commands ~
# " Replace tokens in $(System.DefaultWorkingDir...
dy  Pipelines e BepicnTokes Command
B ermitonment kulisdl AzureFile_PV_PVC S5l ™
& Releases kubect! iBPS5.05ervicelnstanceWeb Use configuration (@
M Library Configuration type (D
\ y C
kubectl AppGateway-IngressController Qi S sine confiquration
= Task groups Kubect # LA i B e
> File patt o Browse File
t  Deployment groups epath o ot
$(System.Default ory)/_BPMSuite_Containers/AppGateway-
A Testplans IngressControlleryml
Arguments (@)
B Atifacts i
& Project settings K Secrets

Figure 4.27

35. Click Save. Now, as soon as any Docker Image is pushed to the Azure container registry with the
tag name sp2, Azure DevOps trigger the deployment to the Dev Stage.

4.3.3 Configuring UAT stage

Perform the below steps to configure the UAT Stage:

1. UAT deployments are approval based and they are available on-demand. Once you are ready to
deploy to the UAT environment, you just need to trigger the UAT deployment. When you trigger
that deployment, an approval mail is sent to the project manager or the concerned team. As
soon as the approval is provided for the go-ahead, the UAT deployment starts automatically.

2. Go to the Pipeline tab of the Release Pipeline for which Dev stage is configured (for example,
iBPS5-Servicelnstance-Web).

3. Select Dev stage and click Clone icon. A cloned Stage gets created.

e ——
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) Azure DevOps ivekkumar0906 BPMSuite_Containers Pipelines Releases @
- BPMSuite_Containers t All pipelines T iBPS5-Servicelnstance-Web @ Createrelease = Viewreleases -++
n OverioN. Pipeline  Tasks Variables  Retention  Options  History
z Boards
Repos Artifacts | -+ Add Stages | | Add
Q Pipelines
i Pipelines &
ki d

_ibpsSsenviceinsta f’ Dev o3
. : 1 job, 4 tasks
B Environments s &
5 Releases }
W% Library 0 4
= Taskgroups _BPMSuite_Contai

ners
T Deployment groups
A Test Plans o

C]
B arifacts
5 Project settings K

Figure 4.28

4. Specify the name of the cloned stage as UAT in the Stage panel.
5. Click Pre-deployment conditions icon of the UAT stage. The Pre-deployment conditions panel
appears.

Stages | | Add

% | Dev
R | 1job, 4 task

7] UAT
2 1 job, 4 tasks

0

0

wn

i D

Figure 4.29

6. Select the Manual Only under the Triggers section.

7. Assoon as the trigger type is changed from After stage to Manual Only, the UAT stage appears
in parallel to Dev Stage instead of a series.

NewgenONE OmniDocs RMS Configuration and Deployment Guide for Azure Version: 4.0 SP1 Page 132



l:l Azure DevOps

. BPMSuite_Containers }

ﬂ Overview
% Boards
Repos
q Pipelines
i Pipelines
& environments
% Releases
W% Library

= Task groups

Deployment groups

A Test Plans
'] Artifacts

& Project settings K

Pipeline  Tasks

Artifacts | | Add
Z
+
_ibpsSserviceinsta
nceweb

4
©

_BPMSuite_Contai
ners

T iBPS5-Servicelnstance-Web

Varibles  Retention ~ Options  History
Stages | |- Add
fi« Dev Q
R | 1job 4tasks
0. ¢
\B) tieb tasks

= Viewreleases -

Pre-deployment conditions
UAT

% Triggers A

Define the trigger that will start deployment to this stage

Select trigger ©

a B | A&

R Pre-deployment approvals (® ) Disabled

Select the users who can approve or reject deployments to this stage
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8. In the Pre-deployment conditions panel, enable the Pre-deployment approvals.

9. Select the list of users or groups who can approve or reject the deployment to this stage.

10. You can select users or groups by typing their names.

11. Select the The user requesting a release or deployment should not approve it checkbox in

Approval policies.

12. Click Close icon to close the Pre-deployment conditions panel.

13. Click Save to save the changes.
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14. Click View stage tasks link of the UAT stage. Also, make the required changes in the UAT stage’s
tasks as per your requirements.
For example, you can make the following changes in the below tasks:
o Kubectl Task: Kubernetes service connection, Kubectl command, changes in YAML files, and

SO on.

4.3.4 Configuring production stage

Production deployment is also based on approval, but it is multi-level approval. To deploy a
production environment, you require the approval of all stakeholders, and the production
environment doesn’t get triggered automatically on receiving all the approvals. A manual
intervention mail is sent to the engineer who is supposed to deploy to production with a checklist.
During deployment, all the checklist points get verified before performing the production
deployment. In case any point of the checklist is not covered, then deployment to the production

gets rejected.

Perform the below steps to configure the Production Stage:

1. Go to the Pipeline tab of the Release Pipeline (for example, iBPS5-Servicelnstance-Web) for
which Dev and UAT stages are just configured.

2. Select the UAT stage and click Clone icon. A cloned Stage gets created.
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Figure 4.32

3. Specify the name of the cloned stage as Production in the Stage panel.

e ——
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4. Click Pre-deployment conditions icon of the Production stage. The Pre-deployment conditions

dialog appears.

5. Select Manual Only option under the Triggers section.

6. Assoon the trigger type is changed from After stage to Manual Only, the Production stage
appears in parallel to Dev and UAT stages instead of a series.
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7. In the Pre-deployment conditions panel, select the list of users or stakeholders whose approval
is required for the deployment to the Production stage.
8. Select Any Order as an Approval order. It indicates that approval of all Stakeholders is required

(in any order).
9. Select The user requesting a release or deployment should not approve it checkbox in the

select policies.
10. Click Close icon to close the Pre-deployment conditions panel.

11. Click Save to save the changes.

e ——
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12. Click View stage tasks link to the Production stage.
13. Click Add phase options icon in the Tasks tab.
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Figure 4.35

14. Select the Add an agentless job.
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15. Move Agentless job above the Agent Job in the Tasks tab.

16.
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Figure 4.36

Click Add a task to Agentless job icon.
Add a Manual intervention task.
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18. Click added task Manual intervention.
19. Specify the checklist points that need to execute before deploying to the production stage.

For example:

Before deploying to the Production, ensure that the below checklists are completed:

e All Major and Catastrophic bugs must be fixed.

e The latest images must be thoroughly tested on the Dev and UAT stages.

e Approval has taken from all stakeholders.

e Deployment downtime has taken from the client.
20. Select the user or group that are supposed to deploy to the production. A manual intervention
mail with the above-mentioned checklist is sent to the engineer who is supposed to deploy to
production with a checklist. During deployment, all the checklist points get verified before
performing the production deployment. In case any point of the checklist is not covered, then

deployment to the production gets rejected.
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21. Make the other required changes in the Production stage’s tasks as per your requirements.
For example, you can make the following changes in the below tasks:
e Kubectl Task: Kubernetes service connection, Kubectl command, changes in YAML files, and

SO on.

NOTE:

Refer the above steps to configure the Release Pipeline of other Docker Images.
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Appendix

This guide contains third-party product information about configuring Microsoft Azure CICD
Pipeline for Container Deployment on AKS Azure Kubernetes Cluster. Newgen Software
Technologies Ltd does not claim any ownership on such third-party content. This information is
shared in this guide only for convenience of our users and could be an excerpt from the Azure

documentation. For latest information on configuring the Azure Kubernetes Cluster and Azure
DevOps refer to the Azure documentation.

NewgenONE OmniDocs RMS Configuration and Deployment Guide for Azure Version: 4.0 SP1 Page 139



	Configuration and Deployment Guide for Azure
	1 Preface
	1.1 Revision history
	1.2 Intended audience
	1.3 Documentation feedback

	2 Configuring Azure kubernetes cluster
	2.1 Creating an Azure kubernetes cluster
	2.2 Configuring Azure container registry
	2.3 Configuring ACR image scanning
	2.4 Creating a storage account
	2.4.1 Creating a BLOB storage
	2.4.2 Creating an Azure file share

	2.5 Configuring Azure cache for Redis
	2.6 Configuring application gateway ingress controller
	2.6.1 Creating an application gateway
	2.6.2 Installing an application gateway ingress controller
	2.6.2.1 Installing Helm
	2.6.2.2 ARM authentication using a service principle
	2.6.2.3 Adding or updating Kubeconfig file
	2.6.2.4 Installing ingress controller using Helm


	2.7 Configuring DNS zone
	2.8 Running Kubectl from local machine
	2.9 Monitoring Kubernetes dashboard
	2.10 Azure monitor for container insights

	3 Deploying OmniDocs and RMS containers on Azure kubernetes service
	3.1 Prerequisites
	3.2 Deliverables
	3.2.1 Docker images
	3.2.2 Configuration files
	3.2.3 YAML files

	3.3 Changes in product's YAML files
	3.4 Changes in application gateway Ingress YAML files
	3.5 Changes in configuration files
	3.5.1 Prerequisites
	3.5.2 OmniDocs and RMS Web changes
	3.5.3 Wrapper changes
	3.5.4 AlarmMailer changes
	3.5.5 LDAP changes
	3.5.6 SSO changes
	3.5.7 Scheduler changes
	3.5.8 ThumbnailManager changes
	3.5.9 TEM changes
	3.5.10 EasySearch changes
	3.5.11 WOPI changes
	3.5.12 OmniScanWeb changes
	3.5.13 RMS SharePoint Adapter changes

	3.6 Deployment of containers
	3.7 Creating cabinet and data source
	3.7.1 Getting started with OSA
	3.7.2 Registering JTS server
	3.7.3 Connecting OSA to the JTS Server
	3.7.4 Creating a cabinet
	3.7.5 Associating a cabinet
	3.7.6 Creating a data source
	3.7.7 Registering cabinet in OmniDocs
	3.7.8 Registering cabinet in RMS
	3.7.9 Creating site and volume

	3.8 EasySearch post-deployment changes
	3.9 OmniScanWeb: registration of cabinet

	4 Configuring Azure DevOps release pipeline
	4.1 Overview
	4.2 CICD pipeline architecture
	4.3 Configuring Azure DevOps
	4.3.1 Configuring release pipeline
	4.3.2 Configuring Dev stage
	4.3.3 Configuring UAT stage
	4.3.4 Configuring production stage


	Appendix




